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Abstract—Fading and shadowing along with the primary user dynamics make channel quality in dynamic spectrum access networks uncertain. Furthermore, the imperfect design of filters and amplifiers in wireless devices motivates the need for guard-bands (GBs) to prevent adjacent-channel interference. In this paper, we develop novel stochastic GB-aware sequential and batch channel assignment schemes that aim at maximizing the spectrum efficiency. Inline with recent IEEE 802.11 and LTE standards, our schemes support bonding and aggregation. We propose two assignment models for each of the sequential and batch schemes: a single stage and an adaptive two-stage. In the static model, channel assignment is performed once such that the rate demands are probabilistically met. The adaptive model is a two-stage model, where the initial assignment may be corrected once uncertainties are partially revealed. We refer to our formulations of the sequential and batch static assignments as chance-constrained stochastic subset-sum problem (CSSP) and change-constrained stochastic multiple subset-sum problem (CMSSP), respectively. Moreover, we develop stochastic formulations for the sequential and batch adaptive assignments, which we refer to as two-stage CSSP with recourse (CSSPR) and two-stage CMSSP with recourse (CMSSPR), respectively. Finally, we present computationally efficient simplified versions of CSSP and CSSPR with near-optimal performance.
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I. INTRODUCTION

MOTIVATED by the need for more efficient utilization of the licensed spectrum, and supported by recent regulatory polices (e.g., [2]), significant research has been conducted on dynamic spectrum access (DSA) networks. In a DSA system, secondary users (SUs) access the available spectrum in a dynamic and opportunistic fashion, without interfering with co-located incumbent users, i.e., primary users (PUs).

Channel quality in DSA networks is uncertain. This is partially due to inherent multi-path fading and shadowing, and partially to the unpredictability of PU activity. Recently, the FCC advocated using a database (DB) to facilitate DSA. According to this approach, an SU acquires the set of available channels in its geographical area through a centralized DB. The DB is mostly concerned with SU-to-PU interference, but not PU-to-SU interference [3]. It declares a channel to be available at a given location if the PU signal transmitted over this channel cannot be successfully decoded by a PU receiver at that location. As indicated in [4], the decodability threshold for a digital TV signal is ∼ 15 dB, which is ∼ 32 times stronger than the noise level. Therefore, even if a channel is declared available by the DB, this does not mean that it is completely clean, and it can still have a substantial “pollution” due to PU transmissions. In other words, PU dynamics causes the channel quality of a DSA network to be uncertain.

In addition to channel uncertainty, we consider two aspects: (i) accounting for adjacent-channel interference (ACI), and (ii) supporting channel bonding and aggregation. ACI is a form of power leakage that is attributed to imperfect filters and amplifiers in the radio device. The harmful impact of ACI on the throughput of IEEE 802.11a and IEEE 802.11n networks was demonstrated in [5] and [6], respectively. Most channel assignment algorithms in the literature do not account for ACI. To mitigate ACI, guard-bands (GBs) are needed between adjacent channels that belong to different links. Introducing GBs constrains spectrum efficiency. We aim at maximizing spectrum efficiency while mitigating ACI.

Channel bonding and aggregation enables the support of applications with high rate demands. Channel bonding refers to the bundling of adjacent channels, which can then be treated as a single frequency “block” whose data rate is approximately the sum of the data rates of the individual channels. Channel bonding has been adopted in recent IEEE 802.11n and IEEE 802.11ac standards [7]–[11]. It can be extended to non-adjacent channels, a concept referred to as channel aggregation. For example, LTE-Advanced employs channel aggregation techniques, allowing 4G mobile operators to aggregate spectrum from non-adjacent bands to support links with high demands [12].

Recently, Uyanik et al. [13] proposed a GB-aware (GBA) channel assignment scheme that achieves optimal spectrum efficiency and supports channel bonding and aggregation. However, the transmission rates of various channels were assumed to be deterministically known. Our objective in this paper is to design GBA channel assignment schemes for DSA.
networks, where channel quality is uncertain. As mentioned earlier, our schemes are also intended to support channel bonding and aggregation. It has been shown in [13] that in order to attain optimal spectrum efficiency, channels need to be assigned on a per-block basis. Given this, the channel assignment problem in [13] can be restated as follows: Given the set of idle frequency blocks, obtain a combination of idle frequency blocks that either satisfies the link demand or achieves the nearest rate to this demand. This is exactly the subset-sum problem (SSP) [14]. SSP is defined as follows: Given a set of items, each with a certain weight, and given a knapsack with a certain capacity, select a subset of items whose total weight is closest to the knapsack capacity without exceeding that capacity. In the channel assignment problem in [13], the “items” correspond to the idle frequency blocks and the “weights” of these items correspond to the rates supported by these idle blocks.

A few stochastic SSP formulations were proposed in the literature to tackle the SSP under the uncertainty of the item weights and/or the knapsack capacity. As explained in Section II, existing stochastic SSP formulations are not suitable for our stochastic GBA channel assignment problems. Therefore, using stochastic optimization theory, in this paper we develop new stochastic SSP formulations.

Our Contributions—To account for the uncertainty in channel quality, we develop novel stochastic GBA channel assignment schemes that maximize the spectrum efficiency and support channel bonding and aggregation. We propose both sequential (i.e., per-link) as well as batch (multi-link) channel assignment schemes. For each, we formulate two stochastic channel assignment models: a static single-stage and an adaptive two-stage. In the static model, channel assignment is performed once such that the given rate demands are met with a probability greater than a certain threshold. This model is appropriate for distributed systems that do not have a centralized spectrum manager. The adaptive model is a two-stage assignment model, where the initial assignment may be corrected once the uncertainties are partially revealed. This model is suitable for systems with a centralized spectrum manager.

We develop two stochastic SSP formulations for the sequential and batch static GBA channel assignment problems. We refer to these formulations as chance-constrained stochastic SSP (CSSP) and chance-constrained stochastic multiple SSP (CMSSP), respectively. The “chance constraint” is introduced to restrict the probability of under-satisfying the link demand. We solve CSSP and CMSSP by deriving their deterministic equivalent formulations, which turn out to be binary integer linear programs (BILPs). Furthermore, we propose two formulations for the sequential and batch adaptive GBA channel assignment problems. We refer to these formulations as two-stage CSSP with recourse (CSSPR) and two-stage CMSSP with recourse (CMSSPR), respectively. The second stage in CSSPR and CMSSPR is introduced to prevent link over-satisfaction, and also to improve the rate of the under-satisfied links in the first stage. Similar to CSSP and CMSSP, we solve CSSPR and CMSSPR by deriving their deterministic equivalent formulations, which also turn out to be BILPs. Finally, we develop computationally efficient simplified versions of CSSP and CSSPR, and compare their performance with the exact deterministic equivalent formulations.

Paper Organization—The rest of the paper is organized as follows. We present a literature review in Section II. In Section III, we provide the system model followed by the problem statement. The sequential static and adaptive channel assignment problems are formulated in Section IV-A, and reformulated as BILPs in Section IV-B. In Section V-A, we formulate the batch static and adaptive channel assignment problems. The batch assignment problems are reformulated as BILPs in Section V-B. In Section VI, we present our numerical results. We conclude the paper in Section VII and provide directions for future research.

II. RELATED WORK

In this section, we review existing channel assignment schemes that support one or more of the following features: (i) channel bonding, (ii) channel aggregation, and (iii) GBs. At the end of this section, we also briefly review the literature on the stochastic SSP. To the best of our knowledge, none of the existing channel assignment schemes in the literature supports all features (i)-(iii) while simultaneously accounting for the channel quality uncertainty.

Channel Assignment with Bonding—To support applications with high rate demands, the IEEE 802.11n and IEEE 802.11ac standards have adopted channel bonding [7]–[11]. By bonding two 20-MHz channels, IEEE 802.11n supports a single 40 MHz channel [15]. In [8], [9], the authors conducted experimental studies in the 5 GHz band over an IEEE 802.11n testbed to characterize the behavior of channel bonding. They observed that ACI needs to be mitigated in order to perform intelligent channel bonding. The IEEE 802.11ac standard enhances the throughput beyond IEEE 802.11n using an 80 MHz channel bonding technique [10], [11]. In [10], the authors compared static and dynamic channel access schemes, applied to IEEE 802.11ac. In the dynamic scheme, radios can switch between different bandwidths (20, 40, and 80 MHz), whereas in the static scheme radios tune to a fixed bandwidth. Several resource allocation schemes with channel bonding were considered in [16]–[18] for OFDMA systems. However, none of the above schemes account for ACI through GBs.

Channel Assignment with Aggregation—LTE-Advanced supports channel aggregation for 4G cellular networks by allowing mobile operators to aggregate spectrum from non-adjacent bands to support links with high demands [12]. Implementation challenges of channel aggregation were studied in [19] and [20]. Recently, distributed channel aggregation was studied in [21]–[23] within a game-theoretic framework. In [21], the authors modeled the problem of distributed channel selection with aggregation as a stochastic game with incomplete information. They showed that by adopting learning automata, the radios converge to a Nash equilibrium. A spatial spectrum sharing-based channel aggregation was studied.

1This result will be explained in more detail in Section III.

2Note that if aggregation is not allowed, the assignment problem becomes much easier, and it can be efficiently solved using the Hungarian method.
in [22], considering a model where an operator can access and aggregate the licensed spectrum of other operators upon payment of a certain fee. In [23], the problem of dynamic inter-network channel aggregation was studied, where mobile operators decide whether to allow a portion of their spectrum to be used by other operators for a given duration. Although co-channel interference was extensively studied in the context of distributed channel allocation (e.g., [24], [25]), most existing works on channel allocation, including the schemes that support channel aggregation, do not account for ACI.

Channel Assignment with GB Awareness—In [26], the authors studied two models for utilizing GBs in a DSA network: “GB reuse” and “no GB reuse”. According to the “GB reuse” model, GBs can be shared by two different (interfering) links, whereas in the “no GB reuse” model, two adjacent transmissions require their own GBs. Considering the “GB reuse” paradigm, the proposed assignment scheme in [26] is not optimal in terms of the spectrum efficiency, as was proven in [13]. Specifically, the scheme in [26] was designed to minimize the number of idle frequency blocks assigned to a given link, so as to minimize the number of GBs. The motivation behind this was that each idle block requires two GBs. However, under the “GB reuse” paradigm, minimizing the number of blocks does not necessarily result in the optimal spectrum efficiency. Adopting the “GB reuse” model, several optimal spectrum-efficient GBA channel assignment schemes were proposed in [13] and [27]. The channel assignment schemes in [13] and [27] were formulated assuming that the transmission rates of various channels are deterministically known.

In this paper, we consider the more practical case where the channel rates are random with a known but arbitrary discrete distribution. In [28], the amount of required GBs was determined based on the differences in the capacity limits of the used spectrum. A designated spectrum broker was used to manage spectrum sharing among different users with different priorities. In [29], a centralized adaptive GB configuration, called Ganache, was proposed to account for ACI. Ganache does not support channel aggregation.

**Stochastic Knapsack Problem**—Compared to the SSP, in a knapsack problem the value of an item (i.e., its coefficient in the objective function) is, in general, different from its weight [14]. In [30], the authors presented a chance-constrained stochastic model and a two-stage model with simple recourse for knapsack problems with random weights. In [31], the authors formulated a chance-constrained two-stage stochastic program with recourse, where items can be added to or removed from the knapsack in the second stage once the actual weights become known. Existing stochastic knapsack formulations either: (i) assume a continuous standard distribution (mostly normal), or (ii) assume that in the second stage all uncertainties are exposed. In contrast, in our CSSPR formulation\(^3\), we assume an arbitrary discrete distribution whose pmf can be obtained from the well-known staircase relation between the rate and signal-to-interference-plus-noise ratio (SINR). Moreover, we assume that uncertainties are partially revealed in the second stage, as will be explained later in detail.

### III. PROBLEM STATEMENT

Consider a DSA network\(^4\) that consists of \(L\) links and operates over \(M\) licensed channels. An idle (i.e., PU free) channel can be used as a GB if it is adjacent to a busy channel, or as a data channel otherwise. A channel is considered busy if it is occupied by a PU or previously admitted SU. Assume that the current set of idle channels are grouped into \(N\) frequency blocks (after reserving the needed GBs). Each block consists of contiguous idle channels. Let \(\mathcal{N} = \{1, 2, \ldots, N\}\) and let \(\tilde{R}_i, i \in \mathcal{N}\), be a random variable representing the data rate supported by the \(i\)th idle frequency block\(^5\), denoted by \(\text{IB}_i\). Let \(\mathcal{L} = \{1, 2, \ldots, L\}\) and let \(d_j, j \in \mathcal{L}\), be the rate demand of link \(j\) in Mbps. Given the current spectrum status, i.e., the state of each of the \(M\) licensed channels, our objective is to satisfy the rate demands of the \(L\) links while maximizing the spectrum efficiency, defined as the fraction of the available spectrum that can be used for data communications. Figure 1 shows an example of a spectrum status. The assignment that maximizes spectrum efficiency while satisfying the rate demand(s) is the one that minimizes the number of introduced GBs.

**Theorem 1**: To maximize spectrum efficiency, channels need to be assigned on a per-block basis instead of per-channel basis [13].

\[\text{Proof: See Appendix A.}\]

In this paper, we study the following two problems:

**Problem 1 (Sequential Assignment)**: Given an arbitrary link with a rate demand \(d\) Mbps, the current status of the \(M\) channels, and the rate distributions of the idle channels, find the optimal GBA channel assignment for this link that maximizes the spectrum efficiency while satisfying the demand \(d\).

**Problem 2 (Batch Assignment)**: Given the set of links \(\mathcal{L}\) and their associated rate demands, the current status of the \(M\) channels, and the rate distributions of the idle channels,

\[\text{3We study four formulations, referred to as CSSP, CMSSP, CSSPR, and CMSSPR. CSSPR is the closest formulation to [31].}\]

\[\text{4The treatment in this paper applies to any wireless network. Considering a DSA network only affects the calculation of the rate distribution (which depends on the PU activity pattern). Because PU-to-SU interference is usually overlooked, channel-quality uncertainty is particularly important in DSA networks.}\]

\[\text{5The rate distribution of an idle frequency block is obtained from the rate distribution of the idle channels that constitute this block.}\]
find the optimal GBA channel assignment that maximizes the spectrum efficiency while satisfying the link demands.

As mentioned earlier, our proposed assignment schemes support channel bonding and aggregation. In our formulations, we do not impose a limit on the total bonded/aggregated bandwidth. Although current wireless systems impose such a limit (as explained in Section II), there are several ongoing efforts to develop systems that support wide-band aggregation. The trend in the current IEEE 802.11/LTE standards is to increase the supported data rate by enabling bonding/aggregation of more channels.

We study Problems 1 and 2 considering two different system models. In the first model, channel block-assignment is performed once and cannot be corrected after the actual transmission rates become known to the assignment algorithm. This corresponds to a network setup where channel assignment is performed for each link independent of other links. The second model allows for adjusting the block assignment after the randomness is partially revealed, when nodes start communicating over the assigned blocks. According to the second model, the additional assigned blocks (if any) can be taken from over-satisfied links and reassigned to under-satisfied links. This dynamic assignment approach increases the number of admitted links in a resource-constrained network, operating under channel uncertainty.

IV. SEQUENTIAL ASSIGNMENT

A. Problem Formulation

In this section, we formulate the sequential (per-link) channel block-assignment problem. Because the rates of idle blocks are random, assigning blocks based on their expected rates only may result in link under-satisfaction (when the actual rates are lower than their expected values) or link over-satisfaction (when the actual rates are higher than their expected values). To handle the uncertainty associated with these rates, we propose two different models based on stochastic programming techniques. The first model introduces a “chance constraint” to limit the likelihood of under-satisfaction, whereas the second model goes a step further, allowing for some corrective action in case of over-satisfaction.

1) Static Single-stage Assignment: Considering a single link, in this section we formulate the channel block-assignment problem assuming the static (non-corrective) model. In this model, the assignment is performed once, and correcting the assignment after observing the actual block rates is not allowed. As mentioned earlier, the optimal channel block-assignment problem that maximizes spectrum efficiency was formulated in [13] as an SSP, assuming deterministic channel rates. When the channel rates are random, the feasible region of the assignment problem becomes uncertain. Different stochastic optimization approaches have been proposed in the literature to deal with the uncertainty of the feasibility region of an optimization problem [32]. In here, we adopt a “chance constraint approach.”

We formulate the static stochastic assignment problem under rates uncertainty as a chance-constrained stochastic SSP (CSSP) with a discrete distribution. Let \( x_i, i \in \mathcal{N}, \) be a binary variable: \( x_i = 1 \) if the \( i \)th frequency block is to be assigned, and zero otherwise. Then, the CSSP formulation is given by:

**Problem CSSP:**

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \mu_i x_i \\
\text{subject to} & \quad \Pr \left\{ \sum_{i=1}^{N} \hat{R}_i x_i \geq d \right\} \geq \beta
\end{align*}
\]

where \( \mu_i = \mathbb{E} \left[ \hat{R}_i \right] \) and \( \beta \in (0, 1) \) is a given probability. The objective (1) is to minimize the total expected rate of the assigned blocks, and the chance constraint (2) enforces satisfying the link demand with probability \( \geq \beta \). While the chance constraint probabilistically accounts for link under-satisfaction, it does not hedge against the problem of link over-satisfaction. In a resource-constrained network with multiple links operating in parallel, over-satisfying one link may result in under-satisfying other links in the network.

2) Adaptive Two-stage Assignment: The adaptive (corrective) channel block-assignment problem is formulated in this section. The frequency blocks are initially assigned based on their expected rates while satisfying the chance constraint. After observing the actual rates supported by the assigned blocks, additional blocks (if any) are released and returned to the spectrum manager. The returned blocks can then be used by other links.

Let \( x = (x_1, x_2, \ldots, x_N) \) and \( \hat{R} = (\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_N) \). Then, the adaptive stochastic assignment problem is formulated as a two-stage CSSP with recourse (CSSPR), as follows:

**Problem CSSPR:**

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \mu_i x_i + \mathbb{E} \left[ h(x, \hat{R}) \right] \\
\text{subject to} & \quad \Pr \left\{ \sum_{i=1}^{N} \hat{R}_i x_i \geq d \right\} \geq \beta
\end{align*}
\]

where \( h(x, \hat{R}) \) is the optimal value of the second-stage problem, which is given by:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} - \alpha_i \hat{R}_i y_i \\
\text{subject to} & \quad y_i \leq x_i, \forall i \in \mathcal{N} \\
& \quad \sum_{k=1}^{N} \left( x_k - y_k \right) \hat{R}_k \geq d y_i, \forall i \in \mathcal{N} \\
& \quad y_i \in \{0, 1\}, \forall i \in \mathcal{N}.
\end{align*}
\]

Here, \( \alpha_i \in [0, 1], i \in \mathcal{N}, \) is a discount factor. The second-stage decision variable \( y_i, i \in \mathcal{N}, \) equals one if block \( i \) is removed (i.e., unassigned after it was previously assigned) and zero otherwise.
otherwise. The objective of the second-stage problem in (7) is to maximize the total rate of the released extra blocks. We assume that the rate of any block IB, i ∈ N, at the second-stage (i.e., when the block is released after it was previously assigned) is strictly smaller than its first-stage rate, i.e., α_i < 1. This way, the later the block is used by a link the smaller the rate this block can support. Setting α_i to be strictly less than one for all i ∈ N avoids having an undesirable aggressive assignment (when α_i = 1, ∀i ∈ N), in which a single link reserves all available blocks and then releases the additional ones. This approach is undesirable because all resources will be allocated to one link first, then all the surplus blocks will be allocated to another link, and so on. Constraint (8) enforces that only blocks that have been assigned in the first stage may be removed, and constraint (9) ensures that a block can be removed only when the first-stage assignment has led to an over-satisfaction, and that the link demand remains satisfied after the removal. As in CSSP, a chance constraint is introduced in the first stage to restrict the probability of under-satisfaction.

We note that CSSPR has a relatively complete recourse, i.e., for every feasible first-stage decision x_i, there exists a feasible solution to the second-stage problem under each scenario ω ∈ Ω, where Ω is the set of “scenarios,” various realizations of the rates of various blocks. For example, y_i = 0, ∀i ∈ N, is always a feasible solution to the second-stage problem.

B. Problem Reformulation and Solution Approach

Our approach for solving the CSSP and CSSPR formulations is to derive their deterministic equivalent programs (DEPs). The DEP is an equivalent reformulation of the original stochastic program, but contains only deterministic variables [32]. In this section, we first present the DEPs of CSSP and CSSPR. Because of their high complexity, in this section we also propose simplified versions of the CSSP and CSSPR formulations, which we refer to as CSSP-modified and CSSPR-modified, respectively.

1) Static Single-stage Assignment:

a) DEP: To obtain the DEP of CSSP, we need to reformulate the chance constraint (2), so that it does not include the probability term or the random variables R_i, i ∈ N. Let p(ω) be the probability of scenario ω ∈ Ω. p(ω) is considered as an input to our assignment problems. To reformulate the chance constraint, we will introduce a binary variable u(ω) for each scenario ω ∈ Ω; u(ω) = 0 if the block assignment needs to satisfy the demand d under scenario ω, and one otherwise. Then, the chance constraint (2) is equivalent to the following two constraints:

\[ \sum_{i=1}^{N} R_i(ω) x_i \geq \sum_{ω ∈ Ω} p(ω) u(ω) = d(1 - u(ω)), \forall ω ∈ Ω \]  

\[ \sum_{ω ∈ Ω} p(ω) u(ω) \leq \beta. \]  

For each scenario ω ∈ Ω, if u(ω) = 0 then (11) reduces to \[ \sum_{i=1}^{N} R_i(ω) x_i \geq d \] (i.e., the link demand d is satisfied under scenario ω). On the other hand, if u(ω) = 1, then (11) reduces to \[ \sum_{i=1}^{N} R_i(ω) x_i \geq 0 \] which is a redundant constraint since the data rates of all blocks are always non-negative (i.e., R_i(ω) ≥ 0, ∀i ∈ N, ω ∈ Ω). Constraint (12) basically says that the sum of the probabilities of the scenarios under which the link demand may not be satisfied (i.e., ω : u(ω) = 1) is less than or equal to 1 − β, which gives the same meaning as the chance constraint (2).

Having reformulated the chance constraint, the DEP of CSSP is given by:

**Problem CSSP-DEP:**

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \mu_i x_i \\
\text{subject to} & \quad \sum_{i=1}^{N} R_i(ω) x_i \geq d(1 - u(ω)), \forall ω ∈ Ω \\
& \quad \sum_{ω ∈ Ω} p(ω) u(ω) \leq \beta \\
& \quad x_i, u(ω) \in \{0, 1\}, ∀i ∈ N, \forall ω ∈ Ω.
\end{align*}
\]

We remark that CSSP-DEP is a binary integer linear program (BILP). The complexity of solving CSSP-DEP increases with the number of scenarios. Constraint (14) is repeated for each scenario ω ∈ Ω, |Ω| increases exponentially with the number of idle frequency blocks (i.e., N). For example, if we assume that each idle frequency block can support one of eight rates (as in IEEE 802.11a) according to a certain probability distribution, then |Ω| = 8^N. To reduce the complexity of CSSP, in the following we propose a simplified version of CSSP.

b) CSSP-modified: Based on Markov’s inequality [33], the left-hand-side of the chance constraint (2) can be bounded from above as follows:

\[
\Pr \left\{ \sum_{i=1}^{N} R_i x_i \geq d \right\} \leq \frac{\mathbb{E}[\sum_{i=1}^{N} R_i x_i]}{d} = \frac{\sum_{i=1}^{N} \mu_i x_i}{d}. \]

Hence, if constraint (2) is satisfied, the following inequality is also satisfied:

\[ \sum_{i=1}^{N} \mu_i x_i \geq dβ. \]  

However, if (18) is satisfied, this does not necessarily imply that (2) is satisfied. Therefore, we make (18) more stringent by multiplying the right-hand-side of (18) with a constant κ > 1, so that constraint (18) becomes:

\[ \sum_{i=1}^{N} \mu_i x_i \geq κdβ. \]  

The value of κ is determined empirically such that (19) best approximates the chance constraint (2). If the chance constraint (2) is replaced with (19), CSSP becomes a standard deterministic SSP. In this SSP, the value of the i-th frequency block is \( \mu_i \) and the demand is \( κdβ \). Although SSP
is still an NP-hard problem, there exist a pseudo-polynomial $\epsilon$-approximate algorithm and a polynomial-time greedy heuristic for solving it. Table 1 lists the complexity of various SSP solutions. Our procedure for solving the modified version of CSSP-modified (Algorithm 1). A feasible solution to CSSP is always obtainable from a solution to CSSP-modified (Algorithm 1). A feasible solution to CSSP is always obtainable from a solution to CSSP-modified. It is to be mentioned that $\kappa$ is a critical parameter of CSSSP-modified. If $\kappa$ is set to a very large value, then (19) might not be satisfied. On the other hand, if $\kappa$ is set to a very small value, then the solution of the deterministic SSP might not be a feasible solution to CSSP. The value of $\kappa$ that makes (19) best approximates (2) depends on the other system parameters, such as the number of data blocks, $d$, and $\beta$.

2) Adaptive Two-stage Assignment:

**Algorithm 1 CSSP-modified**

1: **Input:** $N$, $d$, $\beta$, $\kappa$, $\mu_i$, $i \in N$, $p(\omega), \omega \in \Omega$
2: **Output:** $x_i, i \in N$, or declare the problem as infeasible
3: Replace (2) in CSSP with (19), and solve the resulting (deterministic) SSP
4: Evaluate (2) with respect to the obtained solution
5: If (2) is satisfied Then
6: Terminate, and report $x_i, i \in N$
7: Else
8: Select more blocks from the unassigned ones, starting with the one that has the smallest expected rate until a solution to (2) is found. Then, terminate
9: **End If**
10: If assigning all blocks does not lead to a solution Then
11: Declare the problem as infeasible
12: **End If**

**TABLE I:** Complexity of various SSP solutions.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic programming (DP)-based exact</td>
<td>$O(Nd)$</td>
</tr>
<tr>
<td>Pseudo-polynomial $\epsilon$-approximate</td>
<td>$O(N^* \ln d)$</td>
</tr>
<tr>
<td>Polynomial-time greedy</td>
<td>$O(N \log N)$</td>
</tr>
</tbody>
</table>

**Problem CSSSP-DEP:**

$$\text{minimize} \left\{ \sum_{i=1}^{N} \mu_i x_i - \sum_{\omega \in \Omega} p(\omega) \left( \sum_{i=1}^{N} \alpha_i R_i^{(\omega)} y_i^{(\omega)} \right) \right\}$$

subject to

$$\sum_{i=1}^{N} R_i^{(\omega)} x_i \geq d (1 - u(\omega)), \forall \omega \in \Omega$$

$$y_i^{(\omega)} \leq x_i, \forall i \in N, \forall \omega \in \Omega$$

$$\sum_{k=1}^{N} (x_k - y_k^{(\omega)}) R_k^{(\omega)} \geq d y_i^{(\omega)}, \forall i \in N, \forall \omega \in \Omega$$

$$x_i, y_i^{(\omega)}, u(\omega) \in \{0, 1\}, \forall i \in N, \forall \omega \in \Omega.$$
before executing the next link assignment). The links can be considered in different orders. In Section VI, we implement two ordering approaches: (i) assign channels to links in an ascending order of link demands (denoted by SEQasc), and (ii) assign channels in a descending order of link demands (denoted by SEQdesc).

However, sequential assignment (in general) does not achieve the optimal network-wide spectrum efficiency. Another way of assigning channels to multiple links is the batch assignment, in which all links are considered simultaneously. The batch assignment approach can be implemented in a centralized or a distributed manner. To implement the batch assignment in a distributed network, one may apply the access window (AW) concept used in [34] and [35], where each link broadcasts its rate demand in a given slot. Each link waits for a certain amount of time to collect the demands of other links in the network before executing the joint assignment problem.

We propose two batch assignment schemes: A static single-stage and an adaptive two-stage assignment schemes.

1) Static Single-stage Assignment: In here, we extend the single-link static assignment scheme proposed in Section IV-A1 to multiple links. Specifically, instead of a single chance constraint, we add a chance constraint for each link. Moreover, instead of the single-link expected rate, the objective function becomes the network-wide expected rate.

2) Adaptive Two-stage Assignment: The adaptive batch assignment scheme is formulated as a two-stage CMSSP with recourse (CMSSPR), which consists of two stages. The first stage is similar to CMSSP. The second stage of CMSSPR is more complicated than the second stage of CSSPR. In the second stage of CSSPR, blocks can only be removed (if they are excess). In the second-stage of CMSSPR, excess blocks can be removed from over-satisfied links, and also they can be added to under-satisfied links, which makes the formulation more involved.

In addition to maximizing the discounted sum-rate of the blocks that can be taken from over-satisfied links (as in CSSPR), the second stage of CMSSPR aims to: (i) maximize the discounted sum-rate of the blocks that can be added to the under-satisfied links, and (ii) minimize the sum (over all links) of the difference between the link demand and its assigned rate. Let \( x_{ij}, i \in \mathcal{N}, j \in \mathcal{L} \), be defined as in CMSSP. Let \( y_{ij}, i \in \mathcal{N}, j \in \mathcal{L} \), be a binary variable; \( y_{ij} = 1 \) if block \( i \) is assigned to link \( j \), and zero otherwise. Then, the objective function of the second stage of CMSSPR can be expressed as follows:

\[
\text{minimize } \sum_{i \in \mathcal{N}, j \in \mathcal{L}} \sum_{i=1}^{N} \alpha_i \tilde{R}_i (y_{ij} + z_{ij}) \\
\text{subject to } \sum_{i=1}^{N} \tilde{R}_i x_{ij} \geq d_j, \forall j \in \mathcal{L} \\
\sum_{j=1}^{L} x_{ij} \leq 1, \forall i \in \mathcal{N} \\
x_{ij} \in \{0, 1\}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \\
\text{where constraint (29) ensures that an idle block can be allocated to one link only.}
\]

Remark 1: In the above CMSSP formulation, links are assumed to interfere with each other. Therefore, constraint (29) ensures that an idle block cannot be assigned to more than one link at the same time. Our CMSSP formulation can be extended to accommodate scenarios where links do not necessarily conflict with each other. To do this, for each pair of links \( k \) and \( m \) in \( \mathcal{L} \), we introduce a binary variable \( y_{km} \). \( y_{km} = 1 \) if links \( k \) and \( m \) are conflicting, and \( y_{km} = 0 \) otherwise. Then, constraint (29) is replaced by the following constraint:

\[
x_{ik} + x_{im} \leq 2 - y_{km}, \forall i \in \mathcal{N}, \forall k, m \in \mathcal{L}.
\]

Algorithm 2 CSSPR-modified

1: Input: \( \mathcal{N}, \mathcal{L}, \beta, \kappa, \mu_i, \, p_i(\omega), \omega \in \Omega, R_i^\omega, \omega \in \Omega \)
2: Output: \( x_i, y_i^\omega, \omega \in \Omega, \omega \in \Omega \)
3: Use Algorithm 1 to obtain a feasible \( x_i, i \in \mathcal{N} \)
4: If there is no feasible \( x_i, i \in \mathcal{N} \) Then
5: Declare the problem as infeasible
6: End If
7: For each \( \omega \in \Omega \) Do
8: Fix \( x_i, i \in \mathcal{N}, \) as obtained from Algorithm 1
9: Solve the second-stage problem for scenario \( \omega \), to determine the blocks to be excluded from the initial assignment
10: End For

\[ x_{ij} \in \{0, 1\}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \]
subject to $e_j \geq d_j - \sum_{i=1}^{N} (x_{kj} - y_{kj} + z_{kj}) \tilde{R}_k, \forall j \in \mathcal{L} \quad (34)$

$$e_j \geq \sum_{i=1}^{N} (x_{kj} - y_{kj} + z_{kj}) \tilde{R}_k - d_j, \forall j \in \mathcal{L}. \quad (35)$$

The second-stage problem of CMSSPR includes the following constraints:

1. A block can be released only if it has been already assigned.
2. A block can be taken only from over-satisfied links.
3. A block can be assigned to under-satisfied links only.
4. A block can be assigned to an under-satisfied link only if it can be released from an over-satisfied link.
5. A released block from an over-satisfied link cannot be reassigned to the same link.
6. A released block can be assigned only to one under-satisfied link.

The first two constraints are the same as in CSSPR, and can be enforced by adding:

$$y_{ij} \leq x_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (36)$$

$$\sum_{k=1}^{N} (x_{kj} - y_{kj}) \tilde{R}_k \geq d_j y_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (37)$$

Constraint 3 above can be ensured by adding:

$$\sum_{k=1}^{N} (x_{kj} - y_{kj} + z_{kj}) \tilde{R}_k \geq d_j \eta_{ij} + z_{ij} \tilde{R}_i, \quad \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (38)$$

$$z_{ij} \leq 1 - \eta_{ij}, \eta_{ij} \in \{0, 1\}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (39)$$

Note that if the link demand is already met, $\eta_{ij}$ will be one which enforces $z_{ij}$ to be zero. On the other hand, if the link demand is not satisfied, $\eta_{ij}$ will be zero, and in this case $z_{ij}$ can be zero or one. Constraint 4 can be met by imposing:

$$z_{ij} \leq \sum_{k=1}^{L} y_{ik}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}.$$

Finally, to ensure satisfying constraints 5 and 6, we add the following two constraints, respectively:

$$z_{ij} \leq 1 - y_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}$$

$$\sum_{j=1}^{L} z_{ij} \leq 1, \forall i \in \mathcal{N}. \quad (53)$$

The resulting CMSSPR formulation of the adaptive batch assignment is given by:

**Problem CMSSPR:**

$$\text{minimize} \left\{ \sum_{j=1}^{L} \sum_{i=1}^{N} \mu_i x_{ij} + \mathbb{E} \left[ h(x, \tilde{R}) \right] \right\} \quad (40)$$

subject to

$$\text{Pr} \left\{ \sum_{i=1}^{N} \tilde{R}_i x_{ij} \geq d_j \right\} \geq \beta_j, \forall j \in \mathcal{L} \quad (41)$$

$$\sum_{j=1}^{L} x_{ij} \leq 1, \forall i \in \mathcal{N} \quad (42)$$

$$x_{ij} \in \{0, 1\}, \forall i \in \mathcal{N}, j \in \mathcal{L} \quad (43)$$

where $h(x, \tilde{R})$ is the optimal value of the second-stage problem, which is given by:

$$\text{minimize} \left\{ \sum_{i=1}^{N} \alpha_i \tilde{R}_i (y_{ij} + z_{ij}) + \sum_{j=1}^{L} e_j \right\} \quad (44)$$

subject to

$$e_j \geq \sum_{i=1}^{N} (x_{kj} - y_{kj} + z_{kj}) \tilde{R}_k - d_j, \forall j \in \mathcal{L} \quad (45)$$

$$y_{ij} \leq x_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (46)$$

$$\sum_{k=1}^{N} (x_{kj} - y_{kj}) \tilde{R}_k \geq d_j y_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (47)$$

$$\sum_{k=1}^{N} (x_{kj} - y_{kj} + z_{kj}) \tilde{R}_k \geq d_j \eta_{ij} + z_{ij} \tilde{R}_i, \quad \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (48)$$

$$z_{ij} \leq 1 - \eta_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (49)$$

$$z_{ij} \leq \sum_{k=1}^{L} y_{ik}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (50)$$

$$z_{ij} \leq 1 - y_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L} \quad (51)$$

$$\sum_{j=1}^{L} z_{ij} \leq 1, \forall i \in \mathcal{N} \quad (52)$$

$$y_{ij}, z_{ij}, \eta_{ij} \in \{0, 1\}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}. \quad (54)$$

**Remark 2:** In our CMSSPR formulation, all extra blocks are removed from over-satisfied links, even if they will not be used by other links during the current AW, i.e., we can have a situation where $y_{ij} = 1$ and $z_{ij'} = 0, \forall i' \neq j$. The reason is that new demands may arrive during the next AW, which will use the excess blocks from the previous AW.

**B. Problem Reformulation and Solution Approach**

Following the same techniques used in Section IV-B, we derive in this section the DEPs of CMSSP and CMSSPR.

1) Static Single-stage Assignment: The DEP of CMSSP is given by:
Problem CMSSP-DEP:

\[
\text{minimize } \sum_{i=1}^{N} \sum_{j=1}^{L} \mu_i x_{ij}
\]

subject to

\[
\sum_{i=1}^{N} R_i \sum_{j=1}^{L} x_{ij} \geq \frac{d_j(1-u_j^\omega)}{\beta}, \forall j \in L, \forall \omega \in \Omega \tag{56}
\]

\[
\sum_{\omega \in \Omega} \sum_{j=1}^{L} \rho(\omega) u_j^\omega \leq 1 - \beta, \forall j \in L \tag{57}
\]

\[
\sum_{j=1}^{L} x_{ij} \leq 1, \forall i \in \mathcal{N} \tag{58}
\]

\[
x_{ij}, u_j^\omega \in \{0, 1\}, \forall i \in \mathcal{N}, \forall j \in L, \forall \omega \in \Omega \tag{59}
\]

2) Adaptive Two-stage Assignment: The DEP of CMSSPR is given by (60)-(71).

To reduce the complexity of CMSSP and CMSSPR, links may be considered sequentially according to a certain order. For each link assignment, CSSP-modified and CSSPR-modified can be used for the static and adaptive models, respectively. We refer to the resulting schemes as CMSSP-modified and CMSSPR-modified, respectively.

VI. NUMERICAL EVALUATION

In this section, we numerically evaluate the performance of our proposed assignment schemes. All schemes are implemented in CPLEX.

A. Single-link Assignment

In this part, we evaluate our proposed single-link assignment schemes (CSSP, CSSP-modified, CSSPR, and CSSPR-modified). We compare CSSP with CSSPR. Furthermore, we study the performance of the modified CSSP and CSSPR schemes relative to the optimal CSSP and CSSPR schemes. We set \( N = 5 \). Each frequency block can support one of the following rates: \( r_1 = 0 \text{ Mbps} \), \( r_2 = 1 \text{ Mbps} \), \( r_3 = 2 \text{ Mbps} \), \( r_4 = 4 \text{ Mbps} \), and \( r_5 = 6 \text{ Mbps} \), with the probability distribution shown in Table II. \( \alpha_i \) is set to 0.8 for all \( i \in \mathcal{N} \). We solve CSSP and CSSPR for different combinations of \( \beta \) and \( d \) values. Our proposed CSSP-modified and CSSPR-modified algorithms produce upper bounds for both models. We set \( \kappa = 1.5 \) in (19), as it is found to be efficient for most instances.

Figure 2 depicts the optimal expected link throughput of CSSP and CSSPR versus \( \beta \) for \( d = 6 \) and 10 Mbps. The figure shows that for \( \beta \geq 0.7 \), the optimal expected link throughput of both CSSP and CSSPR generally exceeds the demand. Moreover, Figure 2 shows that the expected link throughput of CSSP increases with \( \beta \). Increasing \( \beta \) makes the chance constraint in (2) more stringent, resulting in over-satisfying the link demand. In contrast, the expected throughput of CSSPR does not increase significantly with \( \beta \). This is due to the recourse action in the second stage of CSSPR, in which we attempt to remove additional blocks. This results in a smaller net link throughput, leaving more channels to the links that will be subsequently assigned. This leads to increasing the admission rate of the sequential assignment schemes.

Figure 3 shows the expected link throughput of CSSP and CSSP-modified vs. \( d \) for \( \beta = 0.7, 0.8 \), and 0.9. Similarly, Figure 4 shows the expected link throughput of CSSPR and CSSPR-modified. As can be seen, for large values of \( \beta \) and \( d \) both CSSP and CSSPR are infeasible. Also, these figures show that CSSP-modified and CSSPR-modified achieve a relatively close-to-optimal performance, and at some instances the solutions of CSSP and CSSP-modified coincide (similarly for CSSPR and CSSPR-modified).

B. Multi-link Assignment

In this part, we consider multiple links. We study both the sequential as well as the batch assignment schemes. We set \( N = 8 \). Each frequency block can support one of the following rates: \( r_1 = 0 \text{ Mbps} \), \( r_2 = 1 \text{ Mbps} \), and \( r_3 = 4 \text{ Mbps} \), with the probability distribution shown in Table V. \( \alpha_i \) is set to 0.8, for all \( i \in \mathcal{N} \).

1) Sequential Assignment: We implement two sequential assignment schemes, SEQasc and SEQdesc. In SEQasc, links are ordered in an ascending order of their rate demands, then considered one at a time. In contrast, links are ordered in a descending order of their demands in the SEQdesc scheme. To compare SEQasc and SEQdesc, we use the CSSP scheme in assigning each link. We set \( L = 4 \) and run SEQasc and SEQdesc for different values of \( \beta (\beta_j = \beta, \forall j \in L) \). The rate demands of the four links are: \( d_1 = 6 \text{ Mbps} \), \( d_2 = 4 \text{ Mbps} \), \( d_3 = 2.5 \text{ Mbps} \), and \( d_4 = 1.5 \text{ Mbps} \). We evaluate the percentage of admitted links (i.e., the number of satisfied links divided by \( L \)) for different values of \( \beta \). Figure 5 shows the percentage of admitted links vs. \( \beta \). As shown in the figure, the order of

---

7This corresponds to the case when the block is occupied by PUs.

<table>
<thead>
<tr>
<th>Block</th>
<th>( P_{[r_1 = 0 \text{ Mbps}]} )</th>
<th>( P_{[r_2 = 1 \text{ Mbps}]} )</th>
<th>( P_{[r_3 = 4 \text{ Mbps}]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>IB_1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>IB_2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>IB_3</td>
<td>0.0</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>IB_4</td>
<td>0.03</td>
<td>0.15</td>
<td>0.8</td>
</tr>
<tr>
<td>IB_5</td>
<td>0.25</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>IB_6</td>
<td>0.05</td>
<td>0.75</td>
<td>0.2</td>
</tr>
<tr>
<td>IB_7</td>
<td>0.0</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>IB_8</td>
<td>0.15</td>
<td>0.2</td>
<td>0.65</td>
</tr>
</tbody>
</table>

TABLE II: Rate distribution of five frequency blocks used in the single-link assignment schemes (\( r_1 = 0 \text{ Mbps}, r_2 = 1 \text{ Mbps}, r_3 = 2 \text{ Mbps}, r_4 = 4 \text{ Mbps}, \) and \( r_5 = 6 \text{ Mbps} \)).

<table>
<thead>
<tr>
<th>Block</th>
<th>( P_{[r_1 = 0 \text{ Mbps}]} )</th>
<th>( P_{[r_2 = 1 \text{ Mbps}]} )</th>
<th>( P_{[r_3 = 4 \text{ Mbps}]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>IB_1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>IB_2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>IB_3</td>
<td>0.0</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>IB_4</td>
<td>0.03</td>
<td>0.15</td>
<td>0.8</td>
</tr>
<tr>
<td>IB_5</td>
<td>0.25</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>IB_6</td>
<td>0.05</td>
<td>0.75</td>
<td>0.2</td>
</tr>
<tr>
<td>IB_7</td>
<td>0.0</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>IB_8</td>
<td>0.15</td>
<td>0.2</td>
<td>0.65</td>
</tr>
</tbody>
</table>

TABLE V: Rate distribution of eight frequency blocks used in the multi-link assignment schemes.
Problem CMSSPR-DEP:
\[
\begin{align*}
\text{minimize} & \quad \left\{ \sum_{j=1}^{L} \sum_{\omega \in \Omega} \sum_{i=1}^{N} \mu_i x_{ij} - \sum_{\omega \in \Omega} \sum_{j=1}^{L} \sum_{i=1}^{N} \alpha_i R_i^\omega \left( y_{ij}^\omega + z_{ij}^\omega \right) - \sum_{j=1}^{L} \sum_{\omega \in \Omega} e_j^\omega \right\} \\
\text{subject to:} & \quad e_j^\omega \geq d_j - \sum_{k=1}^{N} \left( x_{kj} - y_{kj}^\omega + z_{kj}^\omega \right) R_k^\omega, \forall j \in \mathcal{L}, \forall \omega \in \Omega \\
& \quad e_j^\omega \geq \sum_{k=1}^{N} \left( x_{kj} - y_{kj}^\omega + z_{kj}^\omega \right) R_k^\omega - d_j, \forall j \in \mathcal{L}, \forall \omega \in \Omega \\
& \quad \sum_{j=1}^{L} \sum_{\omega \in \Omega} R_i^\omega x_{ij} \geq d_j \left( 1 - u_j^\omega \right), \forall i \in \mathcal{N}, \forall \omega \in \Omega \\
& \quad \sum_{\omega \in \Omega} P(\omega) u_j^\omega \leq 1 - \beta_j, \forall j \in \mathcal{L} \\
& \quad \sum_{j=1}^{L} x_{ij} \leq 1, \forall i \in \mathcal{N} \\
& \quad y_{ij}^\omega \leq x_{ij}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}, \forall \omega \in \Omega \\
& \quad \sum_{k=1}^{N} \left( x_{kj} - y_{kj}^\omega \right) R_k^\omega \geq d_j y_{ij}^\omega, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}, \forall \omega \in \Omega \\
& \quad \sum_{k=1}^{N} \left( x_{kj} - y_{kj}^\omega \right) z_{kj}^\omega \geq d_j \left( n_{ij}^\omega + z_{ij}^\omega \right) R_i^\omega, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}, \forall \omega \in \Omega \\
& \quad z_{ij}^\omega \leq 1 - \eta_{ij}^\omega, \forall i \in \mathcal{N}, \forall \omega \in \Omega \\
& \quad \sum_{k=1}^{L} z_{ik}^\omega \leq \sum_{k=1}^{L} \eta_{ik}^\omega, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}, \forall \omega \in \Omega \\
& \quad x_{ij}, u_j^\omega, y_{ij}^\omega, z_{ij}^\omega, n_{ij}^\omega \in \{0, 1\}, \forall i \in \mathcal{N}, \forall j \in \mathcal{L}, \forall \omega \in \Omega.
\end{align*}
\]

(60)

Fig. 2: Expected link throughput vs. \( \beta \) for CSSP and CSSPR (single-link assignment).

Considering links matters, and the best way of ordering links depends on the value of \( \beta \). When \( \beta \) equals 0.7 or 0.75, if links are considered in a descending order of their demands then all of them will be admitted. However, if they are considered in an ascending order of their demands, only three links out of four will be admitted. On the other hand, when \( \beta \) equals 0.85 or 0.9, only 50\% of the links are admitted in SEQ\(_{asc}\) compared to 75\% of the links in SEQ\(_{asc}\).

Because in the batch assignment all links are considered simultaneously, it achieves the best performance (i.e., in terms of the percentage of admitted links) of all sequential assignment schemes. In here, we implemented two sequential assignment schemes (SEQ\(_{asc}\) and SEQ\(_{desc}\)) to illustrate the fact that the order of considering links is important. Moreover, the best order of considering links depends on \( \beta \) and the link demands. The batch assignment achieves an admission rate of 100\% (if the available resources are sufficient to probabilistically satisfy the link demands), which may not be achieved by any sequential scheme for all values of \( \beta \). This is because a sequential scheme that is optimal for a given value of \( \beta \) may
not be optimal for other values of $\beta$.

2) Batch Assignment: To show the advantage of the adaptive model (CMSSPR) compared to the static model (CMSSP), we set $L = 4$ and run CMSSP and CMSSPR for different values of $\beta$. The rate demands of the four links are: $d_1 = 2$ Mbps, $d_2 = 1$ Mbps, $d_3 = 1.5$ Mbps, and $d_4 = 1$ Mbps. We evaluate the probability of demand unsatisfaction (i.e., the sum of the probabilities of the scenarios under which the rate demand is not satisfied) of both CMSSP and CMSSPR for different values of $\beta$. Figure 6 shows the probability of demand unsatisfaction for the first and third links as a function of $\beta$. The added second-stage in CMSSPR reduces the probability of demand unsatisfaction to almost zero. It redistributes the blocks between the links, trying to satisfy all demands. Note that constraint (28) enforces the probability of demand unsatisfaction of CMSSP to be smaller than $1 - \beta$. As shown in the figure, the probability of demand unsatisfaction reduces with $\beta$. Furthermore, this probability is higher for link 1 than link 3 because $d_1$ is greater than $d_3$.

Finally, in Table III we compare the performance of CMSSP with CMSSP-modified. Similarly, in Table IV we compare the performance of CMSSPR with CMSSPR-modified. In Tables III and IV, we consider three links and 15 frequency blocks. The frequency blocks are classified into five categories with each category containing three blocks that have the same rate distribution (shown in Table II). In CMSSP-modified, the CSSP-modified scheme is applied to the three links sequentially in a descending order of their rate demands. As shown in Table III, the performance gap between CMSSP and CMSSP-modified varies with the values of $\beta_j$ and $d_j$, $j \in \mathcal{L}$. In some cases, CMSSP and CMSSP-modified have the same performance. In CMSSPR-modified, the CSSPR-modified scheme is applied to the links sequentially in a descending order of their rate demands. Again, the performance gap between CMSSPR and CMSSPR-modified varies with the values of $\beta_j$ and $d_j$, $j \in \mathcal{L}$.

VII. CONCLUSIONS AND FUTURE RESEARCH

In this paper, we studied the problem of performing GBA channel assignment with bonding and aggregation under channel-quality uncertainty. We considered both sequential as well as batch assignment schemes. For each scheme, we developed two assignment models: a static single-stage and an adaptive two-stage. All assignment schemes were formulated using stochastic optimization techniques. Optimal solutions for the formulated assignment problems were obtained. Furthermore, we designed computationally efficient simplified stochastic assignment algorithms. We conducted numerical experiments to: (i) examine the efficiency of our simplified assignment schemes under different values of the model parameters, (ii) compare the performance of the static assignment with the adaptive assignment, and (iii) compare the sequential assignment schemes with the batch schemes. Our results indicate the following. First, the performance of the simplified assignment schemes is very close to the optimal, especially in the adaptive assignment. Second, the adaptive assignment is more powerful than the static assignment in uncertain environments. In particular, the probability of demand unsatisfaction of the adaptive assignment scheme is close to zero, whereas this probability can reach to 0.6 in the static scheme (depending on the system parameters). Third, the batch assignment achieves the best admission rate of all sequential assignment schemes. In our
experiments (for four links), the admission rate of the batch scheme can reach up to 25% higher than that of any of the two sequential schemes, SEQ_{asc} and SEQ_{dsc}.

As future research, we aim to investigate the problem of designing efficient ε-approximate algorithms for solving our proposed stochastic assignment problems. As a first step, we plan to develop an ε-approximate algorithm for solving the CSSP formulation. To achieve this, we propose to start with the ε-approximate algorithm of the deterministic SSP [36]. Consider a particular combination of idle frequency blocks. Instead of computing the total rate that these blocks can support, as in the ε-approximate algorithm of the deterministic SSP, we need to compute the maximum rate that these blocks can support with probability greater than β. Such computation requires considering all rate scenarios that can happen and their probability of occurrence (the number of scenarios is exponential in the number of idle blocks). To address this computation complexity, we propose to design a ‘Trim’ function similar to the one used in the ε-approximate algorithm of the deterministic SSP [36] such that a large portion of the scenarios can be neglected. The trimming criterion will depend on the difference between the rates supported under various scenarios can be neglected. The trimming criterion will depend on the difference between the rates supported under various scenarios as well as the probabilities of these scenarios. Such line of investigation will be further explored in our future work.

APPENDIX A
PROOF OF THEOREM 1

Consider a single link. We show that assigning channels on a per-block basis introduces at most one additional GB, which results in the optimal spectrum efficiency. Consider the set of idle blocks $\mathcal{N} = \{1, 2, \ldots, N\}$ and let $R_i, i \in \mathcal{N}$, be the deterministic rate supported by the $i$th idle frequency block. There are two cases to consider:

**Case 1:** $\mathcal{B} \subseteq \mathcal{N}$ such that $\sum_{i \in \mathcal{B}} R_i = d$. In this case, the number of introduced GBs is zero, assuming the “GB reuse” model. This is clearly an optimal assignment.

**Case 2:** $\mathcal{B} \subseteq \mathcal{N}$ such that $\sum_{i \in \mathcal{B}} R_i = d$. In this case, let $\mathcal{B} \subseteq \mathcal{N}$ be the largest set such that $\sum_{i \in \mathcal{B}} R_i < d$. The channels in $\mathcal{B}$ is assigned to this link. The unfulfilled $d - \sum_{i \in \mathcal{B}} R_i$ demand is then assigned to channels extracted from the beginning of one of the idle blocks in $\mathcal{N} \setminus \mathcal{B}$. This results in one additional GB, which is optimal because any other feasible assignment will introduce at least one GB (if there is an assignment with zero new GBs, then this contradicts the assumption made in case 2). Hence, the total number of introduced GBs is either zero or one.

Note that the post-processing phase is introduced in case 2 above because the goal in [13] is to deterministically satisfy the link demand. In our paper, we do not aim to guarantee the link demand deterministically, and hence no post-processing phase is introduced.
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