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Abstract—The problem of scattering by electromagnetic waves from a perfectly conducting grating with periodic groove structure is considered. A system of dual series equations has been derived by enforcing the electromagnetic boundary conditions; this leads to a boundary value problem that is successfully solved. The mathematics leading to the solution of the dual series system is derived from the equivalent Riemann–Hilbert problem in complex variable theory and its solution. The solution converges absolutely and allows one to obtain analytical results, even where other numerical methods, such as the mode-matching method and the spectral iteration method, are numerically unstable. As most papers consider only diffraction efficiencies in the grating problems, we are also interested in the relative phase values for the diffracted fields. The phase differences between the scattered fields resulting from two orthogonally polarized incident plane waves can be explicitly determined for any incidence angles and for any groove dimensions. Comparisons with the results from the mode-matching method and the spectral-iteration method are also given.

I. INTRODUCTION

DURING THE LAST TWO decades several approaches have been taken in studying the properties of light diffracted by perfectly conducting diffraction gratings. Methods such as the spectral-iteration method [1] and the mode-matching method [2] have been used to study the diffraction efficiencies of those gratings. A thorough review of some of these diffraction theories can be found in [2]–[4]. As most papers consider only diffraction efficiency calculations, we are also interested in the phase value calculations for the diffracted fields. We find that the phase value calculations are much more sensitive to numerical error than diffraction efficiency calculations. Even so, can one trust a diffraction efficiency calculation, when the phase calculation has large error?

In a previous paper [5], Kok and Gallagher employ the mode-matching method in solving the phase variation associated with an arbitrarily incident electromagnetic wave diffracted by a perfectly conducting, groove-corrugated surface (Fig. 1). Starting with the electromagnetic wave equation, they represented the field in terms of a Floquet–Bloch expansion in the half-open region while the field inside the groove region is expanded in a Fourier series. They found that purely numerical methods (e.g., spectral-iteration method and mode-match-

Fig. 1. The perfectly conducting groove surface in a rectangular coordinate system. The groove structure is periodic in the z-axis direction with groove period a, groove width c and groove depth h. The grooves are infinitely long and uniform in the z-axis direction.

ing method) may encounter difficulties mainly due to the discontinuous behavior of the associated field function at the electromagnetic boundary.

Recent developments in the theories and applications of dual series equations [6] and their relationship to the Riemann–Hilbert problem [7] have made it possible to obtain analytical solutions to families of canonical problems descriptive of electromagnetic coupling via apertures into enclosed and open regions [8], [9]. These coupling problems constitute only a small subset of a large class of mixed boundary value problems. Plane wave diffraction by a perfectly conducting grating of infinitesimal thickness is one of the canonical problems amenable to solutions from these techniques [10]. Once the boundary value problem is solved, one can easily assure convergence and compute the modal coefficients and the subsequent wave functions.

In this paper we will exploit the general dual series equations and Riemann–Hilbert techniques in analyzing the problem of plane wave diffraction by a perfectly conducting, groove-corrugated surface. Wave solutions subject to the boundary conditions imposed by the groove structures are given in Section II. There we define a general electromagnetic wave in terms of two orthogonal components: fast polarization and slow polarization; and the diffraction problem is then treated for each of these cases independently. A system of dual series equations is derived for each case. The connections between the general dual series equations and the Riemann–Hilbert problems will be given in Section III. Rigorous solutions of the modal coefficients and the phase variations in both the fast and the slow polarization cases are obtained by solving a system of linear equations. In Section IV we discuss
various aspects of the phase angle difference between these two orthogonally polarized waves. The convergence in computing the phase differences with dual series method is also illustrated there. In particular, the solution to the Riemann-Hilbert problem is generalized to the case where the forcing function \( F_0(z) \) in (24), Section III-A) is multivalued in the complex variable \( z \)-plane.

Brief comparisons between the results from the iteration method, the mode-matching method, and the Riemann-Hilbert approach are also given. They demonstrate that the Riemann-Hilbert approach works the best for all groove dimensions and all spectral regions.

II. Analysis

A. Field Solutions

Assume that a monochromatic plane wave is incident on the perfectly conducting, groove-corrugated planar surface (x-z plane in a rectangular coordinate system) shown in Fig. 1. The grooves of rectangular shape are infinitely long in the z-axis direction. They exist periodically in the x-axis direction with period \( d \). Groove width and groove depth are defined to be \( c \) and \( h \), respectively. The associated wave vector of the incident plane wave \( k \) can be represented by \( k_0 = \frac{\gamma \beta_0}{\sin \theta} + 2\gamma \), so that the incident electric field has a phase variation of the form, \( \exp [-i(\alpha_0 x - \beta_0 y + \gamma z)] \), where \( \alpha_0 = k \cos \theta \sin \phi \), \( \beta_0 = k \sin \theta \cos \phi \), \( \gamma = k \sin \phi \) and \( k = \omega(\mu) c \). This is illustrated in Fig. 2. The incident electric field is assumed to have unit amplitude. We decompose the electromagnetic wave into two orthogonal components [5]: the fast polarization component and the slow polarization component, in each of the following two regions.

1) Region 1 \((y \geq h)\)

(a) Fast polarization

\[
E = \left[ \frac{i \sin \phi}{k} \frac{\partial U}{\partial x}, \frac{i \sin \phi}{k} \frac{\partial U}{\partial y}, U \cos^2 \phi \right]
\]

(1)

\[
H = \left[ \frac{-i}{\omega \mu} \frac{\partial U}{\partial y}, \frac{i}{\omega \mu} \frac{\partial U}{\partial x}, 0 \right]
\]

(2)

where

\[
U(x, y, z) = \exp \left[ i(\alpha_0 x - \beta_0 y + \gamma z) \right] + \sum_{\alpha_0 = \alpha_0 + \frac{2\pi}{d}} \sum_{n=1} \alpha_n \exp \left( i(\alpha_n x + \beta_n y + \gamma z) \right)
\]

\[
\alpha_n = \alpha_0 + \frac{2\pi}{d}, \quad \beta_n = (k^2 - \alpha_n^2 - \gamma^2)^{1/2}
\]

(b) Slow polarization

\[
E = \left[ \frac{i}{k} \frac{\partial V}{\partial x}, -\frac{i}{k} \frac{\partial V}{\partial y}, V \cos^2 \phi \right]
\]

(3)

\[
H = \left[ \frac{-i}{\omega \varepsilon} \frac{\partial V}{\partial y}, \frac{i}{\omega \varepsilon} \frac{\partial V}{\partial x}, 0 \right]
\]

(4)

2) Region 2 \((0 \leq y < h)\)

(a) Fast polarization

\[
E(x, y, z) = \sum_{n=1}^{\infty} a_n \sin \left( \frac{n\pi x}{c} \right) \sin \left( A_n y \right)
\]

(5)

where

\[
A_n^2 = k^2 - \left( \frac{n\pi}{c} \right)^2 - \gamma^2, \quad n = 1, 2, 3, \ldots.
\]

The term \( \sin (A_n y) \) is replaced by \( \sinh (A_n y) \) if

\[
k^2 - \left( \frac{n\pi}{c} \right)^2 - \gamma^2 < 0,
\]

so that \( A_n = \sqrt{\gamma^2 + \left( \frac{n\pi}{c} \right)^2 - k^2} \).

Other field components can be obtained directly from Maxwell's equation:

\[
E_x = \frac{i \gamma}{h} \frac{\partial E_x}{\partial x}, \quad E_y = \frac{i \gamma}{h} \frac{\partial E_y}{\partial y}, \quad H_x = \frac{-i \omega \varepsilon}{h^2} \frac{\partial E_z}{\partial y}, \quad H_y = \frac{i \omega \varepsilon}{h^2} \frac{\partial E_z}{\partial x}
\]

where \( h = k \cos \phi \).

(b) Slow Polarization

\[
H_z = \sum_{n=0} b_n \cos \left[ \frac{n\pi x}{c} \left( x + \frac{c}{2} \right) \right] \cos (B_n y) \exp (i\gamma z),
\]

(6)
where

\[ B_n^2 = k^2 - \left( \frac{n\pi}{c} \right)^2 - \gamma^2, \quad n = 0, 1, 2, \ldots. \]

The term \( \cos (B_n y) \) is replaced by \( \cosh (B_n y) \) if

\[ k^2 - \left( \frac{n\pi}{c} \right)^2 - \gamma^2 < 0, \quad \text{so that } B_n = \sqrt{\gamma^2 + \left( \frac{n\pi}{c} \right)^2 - k^2}. \]

Similar to the fast polarization case, we can derive other field components from Maxwell's equations;

\[ E_x = -\frac{i\omega}{h^2} \frac{\partial H_z}{\partial y}, \quad E_y = -\frac{i\omega}{h^2} \frac{\partial H_z}{\partial x}, \quad H_x = \frac{i\gamma}{h^2} \frac{\partial H_z}{\partial y}, \quad H_y = \frac{i\gamma}{h^2} \frac{\partial H_z}{\partial x}. \]

**B. Matching the Tangential Fields at \( y = h \)**

Consider the tangential fields in one period of the groove structure (i.e., \( 0 \leq |x| \leq d/2 \)). At the interface between regions 1 and 2, \( y = h \), the electromagnetic boundary conditions require that the tangential-\( E \)-field be continuous for all \( x \) while the tangential-\( H \)-field be continuous within the aperture of the groove (i.e., \( 0 \leq |x| < c/2 \)). For each of the two orthogonal polarization components one then obtains the following results.

1) **Fast polarization**

(a) \( E_x(x, y, z) \) is continuous for \( 0 \leq |x| < d/2 \):

Referring to (1) and (5) for the field function \( E_x(x, y, z) \) \( y-h \), we have

\[
\cos^2 \phi \left\{ \exp \left[ i(\alpha_0 x - B_0 y + \gamma z) \right] + \sum_{n=-\infty}^n a_n \sin \left[ \frac{n\pi}{c} \left( x + \frac{c}{2} \right) \right] \sin (A_n y) \right\} \cdot \exp (i\gamma z), \quad 0 \leq |x| < \frac{c}{2}
\]

\[= \left\{ \begin{array}{ll}
\exp (i\gamma z), & 0 \leq |x| < \frac{c}{2} \\
0, & \frac{c}{2} \leq |x| \leq \frac{d}{2}.
\end{array} \right. \tag{7}
\]

(b) \( H_z(x, y, z) \) is continuous for \( 0 \leq |x| < c/2 \):

From (2) and the partial derivative of (5) with respect to \( y \), we have the wave function \( H_z(x, y, z) \) \( y-h \). Imposing the condition of continuity then yields;

\[
\left( -\frac{i}{\omega} \right) \left\{ (-i\beta_0) \exp \left[ i(\alpha_0 x - B_0 y + \gamma z) \right] + \sum_{n=-\infty}^n r_n (i\beta_0) \exp \left[ i(\alpha_n x + \beta_n y + \gamma z) \right] \right\} \cdot \cos (A_n y) \exp (i\gamma z), \quad 0 \leq |x| < \frac{c}{2}
\]

\[= \left\{ \begin{array}{ll}
\exp \left[ \frac{2\pi}{d} (nx + \beta_n y) \right], & 0 \leq |x| < \frac{c}{2} \\
0, & \frac{c}{2} \leq |x| \leq \frac{d}{2}.
\end{array} \right. \tag{8}
\]

2) **Slow Polarization**:

(a) \( H_x(x, y, z) \) is continuous for \( 0 \leq |x| < c/2 \):

Referring to (3) and (6) for the wave function \( H_x(x, y, z) \) \( y-h \), we have

\[
\cos^2 \phi \left\{ \exp \left[ i(\alpha_0 x - \beta_0 y + \gamma z) \right] + \sum_{n=-m}^m s_n \exp \left[ i(\alpha_n x + \beta_n y + \gamma z) \right] \right\}
\]

\[= \sum_{n=0}^n b_n \cos (B_n y) \cos \left[ \frac{n\pi}{c} \left( x + \frac{c}{2} \right) \right] \cdot \exp (i\gamma z), \quad 0 \leq |x| < \frac{c}{2}. \tag{9}
\]

(b) \( E_z(x, y, z) \) is continuous for \( 0 \leq |x| \leq d/2 \):

Referring to (4) and the partial derivative of (6) with respect to \( y \) for the representations of \( E_n \), we impose the condition of continuity:

\[
\left( \frac{i}{\omega} \right) \left\{ (-i\beta_0) \exp \left[ i(\alpha_0 x - \beta_0 y + \gamma z) \right] + \sum_{n=-\infty}^\infty s_n (i\beta_0) \exp \left[ i(\alpha_n x + \beta_n y + \gamma z) \right] \right\}
\]

\[= \left\{ \begin{array}{ll}
\exp \left[ \frac{2\pi}{d} (nx + \beta_n y) \right], & 0 \leq |x| < \frac{c}{2} \\
0, & \frac{c}{2} \leq |x| \leq \frac{d}{2}.
\end{array} \right. \tag{10}
\]

Now we have two pairs of unknowns, \( r_n, a_n \) and \( s_n, b_n \) in (7)–(10). In the following sections we formulate these equations into a dual series form for both the fast and the slow polarization cases. Then we apply the techniques borrowed from Riemann–Hilbert problems [11] in solving for the unknowns.

**C. Dual Series Representation**

1) **Fast Polarization Case**: Rewrite (7) and (8) in the following form. For \( 0 \leq |x| < c/2 \),

\[
\cos^2 \phi \left\{ \exp \left[ -i\beta_0 y \right] + \sum_{n=-\infty}^\infty r_n \right\} \exp \left[ i \left( \frac{2\pi}{d} nx + \beta_n y \right) \right] = \sum_{n=1}^\infty a_n \sin (A_n y) \sin \left[ \frac{n\pi}{c} \left( x + \frac{c}{2} \right) \right] \cdot \exp (-i\alpha_0 x), \tag{11}
\]

\[\left. \begin{array}{ll}
\end{array} \right. \]
\[
\psi_0 = \frac{c \tau}{d},
\]

\[
\epsilon_m = 1 - \sqrt{\left(\frac{\alpha_0 d}{2} \pi m + 1\right)^{2} - \left(d h / 2 \pi m\right)^{2}}.
\]

Equations (14) and (15) constitute a dual series system with unknown coefficients \(\eta_m, m = 0, \pm 1, \pm 2, \ldots\), for the fast polarization wave.

2) Slow Polarization: Rewrite (9) and (10) in the following form. For \(0 \leq |x| < c/2,\)

\[
\cos^2 \phi \left\{ \exp \left( -i \beta_0 h + \sum_{n=0}^{\infty} \beta_n s_n \right) \cdot \exp \left[ i \left( \frac{2 \pi}{d} nx + \beta_n h \right) \right] \right\} = \sum_{n=0}^{\infty} b_n \cos (B_n h) \cos \left[ \frac{n \pi}{c} \left( x + \frac{c}{2} \right) \right] \cdot \exp \left( -i \alpha_0 x \right).
\]

A system of dual series is derived from (11), (12), and (13) (Appendix I):

\[
\sum_{m=-\infty}^{\infty} \eta_m \exp \left( im \psi \right) = 0, \quad \text{for } \psi_0 < |\psi| \leq \pi
\]

\[
\sum_{m=-\infty}^{\infty} \eta_m m \exp \left( im \psi \right) = \xi \eta_0 + \sum_{m=-\infty}^{\infty} f_m \exp \left( im \psi \right)
\]

\[
+ \sum_{n=1}^{\infty} g_n \exp \left[ i(n \nu - \tau) \psi \right], \quad \text{for } 0 \leq |\psi| < \psi_0
\]

where

\[
\eta_0 = \exp \left( -i \beta_0 h + r_0 \exp \left( i \beta_0 h \right) \right)
\]

\[
\eta_n = r_n \exp \left( i \beta_n h \right), \quad n \neq 0
\]

\[
\xi = \frac{i d \beta_0}{2 \pi},
\]

\[
f_m = \begin{cases} 
- i d \beta_0 \exp \left( -i \beta_0 h \right) / \pi, & m = 0 \\
\eta_m m \epsilon_m, & m \neq 0
\end{cases}
\]

\[
g_n = \begin{cases} 0, & n = 0 \\
\frac{d}{4 \pi} A_n \cot \left( A_n h \right) \sum_{m=-\infty}^{\infty} \eta_m \cdot t_m, & n \neq 0
\end{cases}
\]

\[
t_m = \begin{cases} (-1)^n \exp \left[ -i \left( \alpha_m c + n \pi \right) / 2 \right], & n > 0 \\
\exp \left[ -i \left( \alpha_m c + n \pi \right) / 2 \right], & n < 0
\end{cases}
\]

\[
u = d / (2c),
\]

\[
\tau = \alpha_0 d / 2 \pi,
\]

\[
\alpha_m c = \pm \pi
\]

\[
\alpha_m c \neq \pm \pi \text{ where}
\]

\[
\sum_{n=-\infty}^{\infty} 
\]

\[
\xi_0 = - \beta_0 \exp \left( -i \beta_0 h \right) + \beta_n s_n \exp \left( i \beta_0 h \right)
\]

\[
\xi_n = \beta_n s_n \exp \left( i \beta_n h \right), \quad n \neq 0
\]

For \(c/2 < |x| \leq d/2,\)

\[
\cos^2 \phi \left\{ \exp \left( -i \beta_0 h + \sum_{n=0}^{\infty} \beta_n s_n \right) \cdot \exp \left[ i \left( \frac{2 \pi}{d} nx + \beta_n h \right) \right] \right\} = \sum_{n=0}^{\infty} i b_n B_n \sin \left( B_n h \right) \cos \left[ \frac{n \pi}{c} \left( x + \frac{c}{2} \right) \right] \cdot \exp \left( -i \alpha_0 x \right).
\]
\[ h_n = \frac{(\delta_{0} + 1) B_n \tan (B_n h)}{2} \sum_{m=-\infty}^{\infty} \left( 2 \delta_{m} \exp (-i \beta_{m}) + \frac{i \gamma_{m}}{\beta_{m}} \right) t_{m} \]

\[ = \left\{ \begin{array}{l} i, \\
\frac{(2 \alpha_{m} c) \left[ \left( 1 - \frac{1}{n^2} \right) \exp \left( i \alpha_{m} c \right) - 1 \right]}{(\alpha_{m} c)^2 - (n \pi)^2}, \end{array} \right. \quad |\alpha_{m} c| = n \pi \]

\[ \right. \quad |\alpha_{m} c| \neq n \pi. \]

Equations (19) and (20) constitute the dual series problem for the slow-polarization case. The solution unknowns \( \gamma_{m} \), i.e., \( n = 0, \pm 1, \pm 2, \ldots \), can be obtained with the Riemann–Hilbert problem techniques.

III. A Riemann–Hilbert Approach to the Dual Series Problem

By matching the tangential fields at the electromagnetic boundary, we derived the following dual series systems for the unknown coefficients in the previous sections: (14) and (15), for the fast polarization case, and (19) and (20) for the slow polarization case. In this section we apply the Riemann–Hilbert problem techniques to solve each of these dual series systems.

A. Fast Polarization Case

Differentiating (14) with respect to \( \psi \) and substituting \( x_{m} = m \eta_{m} \), \( m \neq 0 \), into (14) and (15), we obtain the following equations:

\[ \sum_{n=-\infty}^{\infty} x_{n} \exp (i n \psi) = 0, \quad \psi_{0} < |\psi| < \pi. \]

\[ \sum_{n=-\infty}^{\infty} \left( \frac{|n|}{n} \exp (i n \psi) = \xi_{n} \right. \]

\[ + \sum_{m=-\infty}^{\infty} f_{m} \exp (i m \psi) \]

\[ + \sum_{n=-\infty}^{\infty} g_{n} \exp [i(n \psi - \tau)] \psi_{0} < |\psi| < \psi_{0}. \]

With the condition

\[ -\eta_{0} = \sum_{n=-\infty}^{\infty} \frac{x_{n}}{n} \exp (i n \psi), \]

two functions are introduced

\[ X_{+}(z) = \sum_{m>0} x_{m} z^{m}, \quad X_{-}(z) = -\sum_{m<0} x_{m} z^{m}. \]

We assume that \( x_{+} \) and \( x_{-} \) are analytic functions on the interior and exterior of the unit circle \( S \) (Fig. 9), respectively. Rewrite (21) and (22) as

\[ X_{+}(z) - X_{-}(z) = F(z), \quad z \in \Gamma = \{ \exp (i \psi) | \psi_{0} < |\psi| < \psi_{0} \} \]

where

\[ T(z) = -1 \text{ and } F(z) = \xi_{\eta_{0}} + \sum_{m=-\infty}^{\infty} f_{m} z^{m} \]

\[ + \sum_{n=-\infty}^{\infty} g_{n} z^{n \psi - \tau}, \quad \text{for } z \in \Gamma. \]

Then let

\[ T_{0}(z) = \begin{cases} T(z), & z \in \Gamma \\ 1, & z \in L \end{cases} \]

\[ F_{0}(z) = \begin{cases} F(z), & z \in \Gamma \\ 0, & z \in L. \end{cases} \]

An inhomogeneous Riemann–Hilbert problem [11] with a discontinuous coefficient \( T_{0}(z) \) and a multivalued forcing function \( F_{0}(z) \) is defined by (23a) and (23b):

\[ X_{+}(z) - T_{0}(z) X_{-}(z) = F_{0}(z), \quad z \in S = \Gamma + L. \]

Riemann–Hilbert problems treated in the literature [6]–[10] involved only a single-valued forcing function. Since the number \( n \psi - \tau \), the exponent of \( z \) in the above series \( F(z) \), is not necessarily an integer, the function in our case \( F(z) \) has a branch point at the origin and becomes multivalued in the complex variable \( z \)-plane. This multivalued forcing function is responsible for the edge behavior of the field function [9].

The problem formulated in (24) is reduced to one with continuous coefficients by introducing the characteristic function \( 1/G(z) \), which has the same singular behavior as \( X(z) \) at \( \psi = \pm \psi_{0} \). That is

\[ \frac{1}{G_{+}(z)} = T_{0}(z) \frac{1}{G_{-}(z)}, \quad z \in S \]

where

\[ G(z) = \begin{cases} G_{+}(z), & |z| < 1 \\ G_{-}(z), & |z| > 1 \end{cases} \]

Multiplying (24) by \( G_{+}(z) \), we obtain

\[ \Phi_{+}(z) = \Phi_{+}(z) + \Psi(z), \quad z \in S \]

where

\[ \Phi(z) = G(z) X(z), \quad \Psi(z) = G_{+}(z) F_{0}(z), \]

Equation (26) represents the transition condition of a Riemann–Hilbert problem with continuous coefficients defined on the unit circle \( S \). The solution given by Gakhov [11,
TABLE I
DEFINITION OF SOME IMPORTANT PARAMETERS THAT HAVE BEEN 
DERIVED IN APPENDIX IV

<table>
<thead>
<tr>
<th>Variables</th>
<th>Index'</th>
<th>Closed form expression''</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_m$</td>
<td>$m$ (any integer)</td>
<td>$\frac{1}{2} P_m(c)$</td>
</tr>
<tr>
<td>$W_r$</td>
<td>$r = 0$</td>
<td>$\frac{1 + \sigma}{2} \ln \frac{1 + \sigma}{2}$</td>
</tr>
<tr>
<td></td>
<td>$r \neq 0$</td>
<td>$\frac{1}{2} \sin(\phi_0) P_{r}^{(1)}(c) \ln \frac{1 + \sigma}{2} - \frac{1}{2} P_r(c) - P_{r+1}(c)$</td>
</tr>
<tr>
<td></td>
<td>$m \neq r$</td>
<td>$\frac{1}{2} \left( \frac{m+1}{m-r} \right) \left[ P_m(c) P_{r+1}(c) - P_{m+1}(c) P_r(c) \right]$</td>
</tr>
<tr>
<td>$V_{m}^r$</td>
<td>$m = r$</td>
<td>$\frac{m+1}{2} \left[ P_{m+1}(c) U_{m}(c) - P_{m}(c) U_{m+1}(c) \right]$</td>
</tr>
<tr>
<td></td>
<td>$m = r = -1$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$m = r = -2$</td>
<td>$\frac{m+1}{2} \left[ P_{m-1}(c) U_{m-2}(c) - P_{m-2}(c) U_{m-1}(c) \right]$</td>
</tr>
<tr>
<td>$V$</td>
<td>no index</td>
<td>$-\frac{1}{2} \ln \frac{1 + \sigma}{2}$</td>
</tr>
</tbody>
</table>

* $r$ is a real number and $m$ is an integer.

** $\sigma = \cos(\phi_0)$ and $\phi_0 = \frac{2 \pi r}{d}$.

pp. 96–99] is

$$
\Phi(z) = \frac{1}{2 \pi i} \int_{C} \frac{\Psi(\lambda)}{\lambda - z} d\lambda + c_0,
$$

where $c_0$ is a constant.

Consequently, the desired solution of (24) is defined as

$$
X(z) = \frac{1}{2 \pi i} \left\{ \int_{C} \frac{G_s(\lambda) F(\lambda)}{\lambda - z} d\lambda + c_0 \right\}. \quad (27)
$$

The characteristic function $G(z)$ is also given by Gakhov [11, p. 424]:

$$
G(z) = \sqrt{(z - \alpha)(z - \bar{\alpha})},
$$

where $\alpha = \exp(i\psi_0)$ and $\bar{\alpha} = \exp(-i\psi_0)$.

From (26), (27) and the Plemej-Sokhotskii conditions [11] (Appendix III),

$$
X_+(z) + T(z) X_-(z) = \frac{2}{G_+(z)} \left[ \frac{1}{2 \pi i} \int_{C} \frac{G_+(\lambda) F(\lambda)}{\lambda - z} d\lambda + c_0 \right]
$$

$$
= X_+(z) - X_-(z) = \sum_{m \neq 0} x_m \exp(im\psi), \quad z \in \Gamma.
$$

Fourier inversion of (28) then yields as follows.

(1) $m \neq 0$

$$
x_m = \frac{1}{2 \pi} \int_{-\psi_0}^{\psi_0} \left\{ \frac{2}{G_+} \left[ \frac{1}{2 \pi i} \int_{C} \frac{G_+(\lambda) F(\lambda)}{\lambda - e^{i\psi}} d\lambda + c_0 \right] \right\} e^{im\psi} d\psi.
$$

Substituting $F(\lambda)$ from (23b) into the above equation gives;

$$
x_m = \psi_0^0 \psi_0 c_0 + \sum_{n = -\infty}^{\infty} \psi_n f_n + \sum_{n = -\infty}^{\infty} \psi_0^{(n-n)} g_n + 2 R_m c_0, \quad (29a)
$$

where

$$
\psi_n = \frac{1}{2 \pi} \int_{-\psi_0}^{\psi_0} \frac{e^{-im\psi}}{G_+} \left[ \frac{1}{2 \pi i} \int_{C} \frac{G_+(\lambda) F(\lambda)}{\lambda - e^{i\psi}} d\lambda \right] d\psi,
$$

$$
R_m = \frac{1}{2 \pi} \int_{-\psi_0}^{\psi_0} \frac{e^{-im\psi}}{G_+} d\psi.
$$

Closed-form representations for $\psi_n$ and $R_m$ are given in Table I. The proofs are given in Appendix IV.

(2) $m = 0$

$$
0 = \psi_0^0 \psi_0 c_0 + \sum_{n = -\infty}^{\infty} \psi_n f_n + \sum_{n = -\infty}^{\infty} \psi_0^{(n-n)} g_n + 2 R_0 c_0. \quad (29b)
$$

Now impose the auxiliary condition:

$$
-\eta_0 = \sum_{n \neq 0}^{\infty} \frac{x_n}{n} \exp(im\psi), \quad \psi_0 < |\psi| \leq \pi.
$$

(28)
We substitute \( x_n \) obtained in (29a) and let \( \psi = \pi \) to give

\[
-\eta_0 = w^0 \eta_0 + \sum_{n=-\infty}^{\infty} w^n f_n + \sum_{n=-\infty}^{\infty} w^{(n-1)} g_n + 2 Y c_0
\]

(29c)

where

\[
w^\tau = \sum_{m=0}^{\infty} \frac{v_n^{\tau} (-1)^{m}}{m}, \quad Y = \sum_{m=0}^{\infty} \frac{R_m (-1)^{m}}{m}.\]

Closed-form representations of \( w^\tau \) and \( Y \) are given in Table I, and the proofs are given in Appendix IV.

Equations (29a), (29b), and (29c) constitute an infinite system of linear equations. We truncate the infinite series in each equation at some value \( N \) and use Gauss elimination to solve the remaining finite system for the unknowns \( c_{0}, \eta_{0}, \eta_{1}, \ldots, \eta_{N} \). Typically, reasonable convergence is achieved with \( N \geq 100 \) \( d/\lambda \) \[9\], where the coefficients of \( x_n \) (or \( y_n \), \( n > N \)) in the right-hand side of (29a)-(29c) are negligible.

### B. Slow Polarization Case

Consider the dual series problem, (19) and (20), presented in Section II-C:

\[
\sum_{n=-\infty}^{\infty} \zeta_n \exp(i\psi) = \sum_{n=-\infty}^{\infty} h_n \exp[i(n\nu - \tau)\psi],
\]

\[
0 \leq |\psi| < \psi_0 \quad (19)
\]

\[
\sum_{n=-\infty}^{\infty} \zeta_n \exp(i\psi) = 0, \quad \psi_0 < |\psi| \leq \pi. \quad (20)
\]

It can be reduced to a Riemann–Hilbert problem as follows. Introduce the functions:

\[ Y_+(z) = \sum_{m=0}^{\infty} \zeta_m z^m, \quad Y_-(z) = -\sum_{m=0}^{\infty} \zeta_m z^m.\]

Assume \( Y_+ \) and \( Y_- \) are analytic on the interior and exterior of the unit circle \( S \), respectively. Rewrite (19) and (20) as

\[
Y_+(z) - Y_-(z) = 0, \quad z \in L = \{ \exp(i\psi) | \psi_0 < |\psi| \leq \pi \}
\]

(30a)

\[
Y_+(z) - Y_-(z) = H(z), \quad z \in \Gamma = \{ \exp(i\psi) | 0 \leq |\psi| < \psi_0 \}
\]

(30b)

where

\[ H(z) = \sum_{n=-\infty}^{\infty} h_n z^{(n-1)} \text{ for } z \in \Gamma. \]

Equations (30a), (30b) are analogous to (23a), (23b) except that \( T(z) = 1 \) rather than \(-1\) as in the fast polarization case. Following the same procedures as in the fast polarization case, we formulate a Riemann–Hilbert problem with continuous coefficients. The characteristic function \( (1/G(z)) \) is now defined as \[11\]

\[ G(z) = \sqrt{[(z - \alpha)(z - \alpha)]}, \]

where \( \alpha = \exp(i\psi_0) \) and \( \alpha = \exp(-i\psi_0) \).

Similar to (28) one can easily obtain the following equation:

\[
Y_+(z) - Y_-(z) = \sum_{n=-\infty}^{\infty} \zeta_n \exp(i\psi) = H(z), \quad z \in \Gamma.
\]

(31)

Fourier inversion of this expression gives the terms

\[
\zeta_m = \sum_{n=-\infty}^{\infty} h_n Q_{mn}, \quad \text{for all } m
\]

(32)

where

\[
Q_{mn} = \frac{1}{2\pi} \int_{\Gamma} \exp[i(n\nu - \tau - m)\psi] d\psi
\]

\[= \psi_0 \sin [(n\nu - \tau - m)\psi_0]/\pi. \]

Equations (32) constitute an infinite system of linear equations with unknown variables \( \zeta_0, \zeta_{\pm 1}, \zeta_{\pm 2}, \ldots \). We truncate the infinite series at some value \( N \) and use Gauss elimination to solve the remaining finite system of equations. The value of \( N \) is chosen to be \( N \geq 100 d/\lambda \) so that the coefficients \( \zeta_m \) associated with the forcing terms, \( h_n Q_{mn} \) where \( m > N \text{ or } m > N \), in (32) are negligible and the convergence of the solution is obtained \[9\].

### IV. NUMERICAL RESULTS AND CONCLUSIONS

The theoretical results developed with the Riemann–Hilbert techniques were implemented as Fortran programs. We simulated the diffraction processes and computed both the diffraction efficiencies and the phase differences for arbitrary wave incident angles.

The \( n \)th order diffraction efficiency \[2\] is defined as the ratio of the real power carried by the \( n \)th diffracted wave in the direction normal (\( y \)-axis direction in Fig. 1) to the plane boundary to the real power associated with the incident wave in the same normal direction (i.e., \( y \)-axis direction). It is calculated by

\[
er_n = \frac{|r_n|^2 \cos \theta_n}{\sin \theta}, \quad \text{for the fast polarization case.}
\]

\[
es_n = |s_n|^2 \cos \theta_n/\sin \theta, \quad \text{for the slow polarization case}
\]

where \( \theta_n = \sin^{-1}(\alpha_n/k \cos \phi) \). On the other hand, the phase differences between the incident plane wave and the zero-order diffracted wave are computed by the following formulas \[5\]:

\[
pr_0 = \arg[r_0 \exp(2i\beta_0 h)], \quad \text{for the fast polarization case.}
\]

\[
ps_0 = \arg[-s_0 \exp(2i\beta_0 h)], \quad \text{for the slow polarization case.}
\]
The diffraction problem of our particular interest is when the ratio of the grating period to the incident wavelength falls in the neighborhood of 0.25. Studies [1], [5] showed that the polarization direction of the zero-order diffracted wave is controllable by the groove depth \( h \) in this region. The mechanism [5] mainly depends on the relative phases of two orthogonal polarizations as defined above. In this section we will derive the analytic formulæ for the phase value calculations so that hypothesis and conventional wisdom found in the literature are strictly verified.

Based on the Riemann–Hilbert method, the contour plots of the magnitude of two tangential field components near the aperture were generated in Figs. 3(a), 3(c) and Figs. 4(a), 4(c) where the series truncation number \( N \) was taken to be 100. We also plotted the fields magnitude at \( y = h \) (the interface between region 1 and 2 defined in Section II-A) in Figs. 3(b), 3(d) and 4(b), 4(d). The electric fields in Figs. 3(a), 3(b) and 4(a), 4(b) drop to zero on the metallic surface within an error less than 3 percent. Discontinuities at the groove edges are found in the plots for \( |E_\| \) in the fast polarization case and for \( |E_\perp| \) in the slow polarization case. These results checked the underlying theories, the boundary conditions, and our computer programs.

For the cases to be discussed below, the grating dimensions were expressed in terms of the ratios: \( d/\lambda = 0.25 \), \( d/c = 2 \), where \( d \) is the groove period, \( c \) is the groove width and \( \lambda \) is the incident wavelength. The groove depth \( h \) was varied from 0.01 \( \lambda \) to 0.30 \( \lambda \). Convergence of the solutions of the linear systems is easily achieved with a series truncation number \( N = 16 \). As expected, the mode-matching method [5] predicts the zero order diffraction efficiencies \( e_{r0} \) and \( e_{s0} \) to be 100 percent at all incident angles. The phase differences between the two orthogonal polarizations \( (p_{r0} - p_{s0}) \) are plotted in Fig. 5 for the fixed incident angles, \( \phi = 0^\circ \) and \( \theta = 90^\circ \). Results generated with the Riemann–Hilbert approach, mode-matching method [5] and the iteration method [1] are given. We see that the Riemann–Hilbert method reproduces the mode-matching method results while the iteration method tends to diverge when the groove depth \( h \) approaches one-quarter wavelength.

We change the ratios of \( d/c \) to 2.5 and recompute the phase differences \( (p_{r0} - p_{s0}) \). Fig. 6(a) shows that the mode-matching method produces wiggly curves. The zigzag shape of the curves demonstrates that this method fails to track the correct phase variations. On the other hand, the Riemann–Hilbert method (Fig. 6(b)) generates smooth curves and is believed to be a numerically stable approach in this region. There are nine curves given in each of the figures, representing nine values of the incident angle \( \theta (0^\circ \leq \theta \leq 90^\circ) \). As will be discussed later, these nine curves intersect at a common point where \( p_{r0} - p_{s0} = 180^\circ \) and \( h \approx 0.25 \lambda \).

We continued to make the groove width \( c \) of the grating smaller and smaller while keeping all the other parameters fixed. The solutions for the phase differences are shown in Figs. 7(a)–7(d). We observe that in Fig. 7(d) all the curves, independent of the incident angles, converge into one that attains a \( 2\pi n \) phase difference between these two orthogonally polarized waves, where \( n \) is an integer. This limiting case is the simple problem of the reflection of electromagnetic waves by a smoothly polished, perfectly conducting plane. Each of the reflected waves is \( 180^\circ \) out of phase with its own incident wave. Consequently, the phase difference between these two reflected waves is an integer multiple of \( 360^\circ \).

We also computed each of the quantities \( p_{r0} \) and \( p_{s0} \) as a function of the groove width \( c \) keeping the groove depth \( h \) fixed (Figs. 8(a)–8(d)). We see that \( p_{r0} \) decreases slightly from \( 180^\circ \) when \( c \) increases from zero. This modifies the conventional wisdom that the fast polarized wave reflects from the top surfaces of the grooves and experiences a \( 180^\circ \) phase difference [1]. If we make the groove depth \( h \) smaller and smaller, all the curves for both the fast and the slow polarization cases flatten out and tend to converge into one (Fig. 8(d)) that returns to the previous case in which no grooves exist.

In order to better understand the nonlinearity associated with the quantity \( (p_{r0} - p_{s0}) \), we truncate the infinite systems of (29) at \( N = 1 \) and at \( N = 0 \) for (32). We obtain the following analytical results:

\[
\begin{align*}
\exp (2ib_0h) &= \frac{\ln \left( \frac{1 + \cos \psi_0}{2} \right) + i \frac{2\pi}{d\phi_0} G_f}{\ln \left( \frac{1 + \cos \psi_0}{2} \right) - i \frac{2\pi}{d\phi_0} G_f},
\end{align*}
\]

where

\[
G_f = 1 + 2dA_1 \cot (A_1h) \left[ \frac{\sin \left( \frac{\alpha c + \pi}{2} \right)}{\pi^2 - (\alpha c)^2} \right] \cdot \left[ \left( w_{-r'} \cdot w_{-r} \right) R_0 + \left( v_{-r'} \cdot v_{-r} \right) Y \right] + dA_1 \cot (A_1h) \left[ \frac{\sin \left( \frac{\alpha c + \pi}{2} \right)}{\pi^2 - (\alpha c)^2} \right] \cdot \left( v_{0-r'} \cdot v_{0-r} \right)
\]

and

\[
-\exp (2ib_0h) = \frac{\beta_0 + \frac{2c}{d} B_0 \tan (B_0h)}{\sin \left( \frac{\alpha c}{2} \right)}^2
\]

\[
-\frac{\beta_0 - \frac{2c}{d} B_0 \tan (B_0h)}{\sin \left( \frac{\alpha c}{2} \right)}^2.
\]

Let \( p_{r0} - p_{s0} = 180^\circ \). Then from (33) and (34) we obtain

\[
\tan (B_0h) = \frac{\lambda |G_f|}{\cos \phi(2c) \left[ \frac{\sin \left( \frac{\alpha c}{2} \right)}{\sin \left( \frac{\alpha c}{2} \right)} \right]^2 \ln \left( \frac{1 + \cos \psi_0}{2} \right)}.
\]

This equation shows the relationship among the relevant parameters when the relative phase difference equals 180 degrees (i.e., \( p_{r0} - p_{s0} = 180^\circ \)). Note that if we substitute \( c \)
Fig. 3. The Riemann–Hilbert approach produces the magnitude of some field components generated by the fast polarized incident wave. The parameters are: $A = 1$ cm, $d = 0.25$ cm, $d/e = 2$, $h = 0.2$ cm, $\theta = 45^\circ$, $\phi = 0^\circ$. (a) Contour plots of the magnitude of the electric field component $|E_z|$. (b) At $y = h = 0.2$ cm, $|E_z|$ is plotted as a function of the $x$ coordinate. (c) Contour plots of the magnitude of the electric field component $|H_x|$. (d) At $y = h = 0.2$ cm, $|H_x|$ is plotted as a function of the $x$ coordinate.
Fig. 4. The Riemann-Hilbert approach produces the magnitude of some field components generated by the slow polarized incident wave. The parameters are: $\lambda = 1$ cm, $d = 0.25$ cm, $d/c = 2$, $h = 0.2$ cm, $\theta = 45^\circ$, $\phi = 0^\circ$. (a) Contour plots of the magnitude of the electric field component $|E_x|$. (b) At $y = h = 0.2$ cm, $|E_x|$ is plotted as a function of the $x$ coordinate. (c) Contour plots of the magnitude of the electric field component $|H_y|$. (d) At $y = h = 0.2$ cm, $|H_y|$ is plotted as a function of the $x$ coordinate.
Fig. 5. A comparison among the results from the iteration method, the mode-matching method and the Riemann-Hilbert approach. The phase differences \( |p_0 - p_0^*| \) between two orthogonal polarizations are plotted as a function of the groove depth \( h \). When the phase difference approaches 180°, the iteration method begins to diverge (dash line portion) from the correct result. Results from the Riemann-Hilbert approach coincide with the mode-matching solution. The parameters are: \( \lambda = 1 \text{ cm} \), \( d = 0.25 \text{ cm} \), \( d/c = 2 \), \( \theta = 90^\circ \), \( \phi = 0^\circ \).

\[ h = \frac{\pi/2}{B_0} = \frac{\lambda}{4 \cos \phi}. \]  

This result was hypothesized by Kok and Gallagher [5] but was not derived directly from the mode-matching solution. If we substitute \( c = d/2 = \lambda/8 \) and let \( |G_0| = 2 \) for \( \phi = 0^\circ \), \( \theta = 90^\circ \), we have \( h = 0.236 \lambda \) from (35). This explains why the common intersection in Figs. 6(b) and Figs. 7(a)–7(d) is slightly offset from \( h = 0.25 \lambda \).

In conclusion, we found (Figs. 5 and 6(a)) that purely numerical methods (i.e., the iteration and the mode-matching methods) may encounter difficulties. This is due to the discontinuous behavior of the field functions at the groove edges (see Figs. 3(c), 3(d) and 4(a), 4(b)). The Riemann–Hilbert approach, however, provides an effective way of solving this class of grating problems. It formulates the grating problem as a boundary value problem in complex variable theory. The singular nature of the electromagnetic problem is analytically resolved with the Riemann–Hilbert problem technique. Once the equivalent boundary value problem is solved, one can easily achieve convergence of the numerical calculations for the modal coefficients and for the subsequent field functions. Results generated with the Riemann–Hilbert approach to the dual series equations show that this method works well for arbitrary incident angles, wavelengths, and for any groove dimension.

**APPENDIX I**

Let

\[ \eta_n = \begin{cases} \exp(-i\beta_n h) + r_0 \exp(i\beta_0 h), & n = 0 \\ r_n \exp(i\beta_n h), & n \neq 0. \end{cases} \]

\[ \sum_{n=-\infty}^{\infty} \eta_n \exp\left(\frac{2\pi x}{d}\right) = 0, \quad \frac{c \psi}{d} < \left|\frac{2\pi x}{d}\right| \leq \pi. \]  

Let \( \psi = \pi c/d, \quad \psi = 2\pi x/d \), then (14) in Section II-C is obtained from (37).

Rewrite (11), (12) as

\[ \sum_{n=-\infty}^{\infty} \eta_n \exp(i\alpha_n x) = \sum_{n=1}^{\infty} a_n \sin(A_n h) \cdot \sin\left[\frac{\beta \pi}{c} \left(\frac{x + c}{2}\right)\right] / \cos^2 \phi, \]  

Fig. 6. (a) The phase differences \( p_0 - p_0^* \) obtained by the mode-matching method appear unstable for the parameters: \( \lambda = 1 \text{ cm} \), \( d = 0.25 \text{ cm} \), \( d/c = 2.5 \), \( 0 < h < 0.30 \text{ cm} \), \( \phi = 0^\circ \), \( 10^\circ \leq \theta \leq 90^\circ \). (b) The phase difference \( p_{01} - p_{02} \) obtained by the Riemann-Hilbert approach are stable for the parameters: \( \lambda = 1 \text{ cm} \), \( d = 0.25 \text{ cm} \), \( d/c = 2.5 \), \( 0 < h < 0.30 \text{ cm} \), \( \phi = 0^\circ \), \( 10^\circ \leq \theta \leq 90^\circ \).
Fig. 7. (a) The phase difference $\phi_0 - \phi_0$ versus the groove depth $h$. $\lambda = 1$ cm, $d = 0.25$ cm, $d'/c = 2$, $\phi = 0^\circ$, $10^\circ \leq \theta \leq 90^\circ$. (b) The phase difference $\phi_0 - \phi_0$ versus the groove depth $h$. $\lambda = 1$ cm, $d = 0.25$ cm, $d'/c = 5$, $\phi = 0^\circ$, $10^\circ \leq \theta \leq 90^\circ$. (c) The phase difference $\phi_0 - \phi_0$ versus the groove depth $h$. $\lambda = 1$ cm, $d = 0.25$ cm, $d'/c = 50$, $\phi = 0^\circ$, $10^\circ \leq \theta \leq 90^\circ$. (d) The phase difference $\phi_0 - \phi_0$ versus the groove depth $h$. $\lambda = 1$ cm, $d = 0.25$ cm, $d'/c = 250$, $\phi = 0^\circ$, $10^\circ \leq \theta \leq 90^\circ$.

$$\sum_{k=-m}^{m} i k \beta_0 \exp \left( i \alpha_n x \right) - 2 \beta_0 \exp \left[ i \left( \alpha_n x - \beta_0 h \right) \right]$$
$$= \sum_{n=1}^{\infty} a_n \cos \left( A_n h \right) \sin \left[ \frac{n \pi}{c} \left( x + \frac{c}{2} \right) \right] / \cos^2 \phi. \quad (39)$$

Compute the Fourier sine series coefficients $a_n$ in (38) and then substitute them into (39). We have

$$\sum_{n=-\infty}^{\infty} a_n \exp \left( \frac{2 \pi x}{d} \right) = -\eta_0 \beta_0$$
$$+ 2 \beta_0 \exp \left( -i \beta_0 h \right) + \sum_{n=1}^{\infty} A_n \cot \left( A_n h \right).$$

where

$$S_{1m} = \begin{cases} \mp i \exp \left( -i \alpha_m c/2 \right), & \text{if } \alpha_m c = \pm n \pi. \\ \exp \left( -i \alpha_m c/2 \right) \frac{-2 \pi \exp \left( i \alpha_m c \right) - 1}{(\alpha_m c)^2 - (n \pi)^2} & \text{if } \alpha_m c \neq \pm n \pi. \end{cases}$$

Substituting

$$\beta_n = \sqrt{k^2 - \gamma^2} \approx a_n^2 \frac{2 \pi |n|i}{d} \left[ \left( \frac{\alpha_n d}{2 \pi n + 1} \right)^2 - \left( \frac{d h}{2 \pi n} \right)^2 \right]^{1/2}$$

$$\sum_{m=-\infty}^{\infty} \eta_m \sin \left[ \frac{n \pi}{c} \left( x + \frac{c}{2} \right) \right] \exp \left( -i \alpha_n x \right) S_{1m}, \quad (40)$$

$$= \frac{2 \pi |n|i}{d} (1 - \epsilon_n).$$
and
\[ \psi = \frac{2\pi x}{d}, \quad \psi_0 = \frac{c\pi}{d}, \quad \text{and} \quad \nu = \frac{d}{2\epsilon}, \quad \tau = \frac{\alpha_0 d}{2\pi}, \]
into (40), (15) in Section II-C follows immediately.

**APPENDIX II**

Let
\[ \zeta_n = \begin{cases} -\beta_0 \exp \left( -i\beta_0 h \right) + \beta_0 s_0 \exp \left( i\beta_0 h \right), & n = 0 \\ \beta_0 s_0 \exp \left( i\beta_0 h \right), & n \neq 0, \end{cases} \]
Then (18) can be written as
\[ \sum_{n = -\infty}^{\infty} \zeta_n \exp \left( \frac{2\pi n}{d} x \right) = 0, \quad c/2 < |x| \leq d/2. \quad (41) \]

Equation (20) in Section II-C can be obtained from (41). Rewrite (16), (17) as
\[ \sum_{n = -\infty}^{\infty} \zeta_n \exp \left( -i\beta_0 h \right) \exp \left( in\phi \right) = \sum_{n = 0}^{\infty} b_n \cos \left( B_n h \right) \frac{\exp \left( in\phi \right)}{\cos \phi} \cos \left[ \frac{n\pi}{c} \left( x + \frac{c}{2} \right) \right], \quad (42) \]
\[ \sum_{n = -\infty}^{\infty} \zeta_n \exp \left( in\phi \right) = \sum_{n = 0}^{\infty} i b_n \frac{B_n \sin \left( B_n h \right)}{\cos \phi} \cos \left[ \frac{n\pi}{c} \left( x + \frac{c}{2} \right) \right]. \quad (43) \]
Compute the Fourier cosine series coefficients in (42) and
then substitute them into (43). We have
\[
\begin{align*}
&\sum_{m=-\infty}^{m=\infty} i_m \exp \left( \frac{2\pi}{d} nx \right) \\
&= \sum_{n=1}^{\infty} B_n \tan (B_n h) \sum_{m=-\infty}^{m=\infty} \left[ \frac{i_m}{\rho_m} + \delta_{n0} \exp \left( -i\beta_n h \right) \right] \\
&\quad \cdot S_{2nm} \cos \left[ \frac{n\pi}{c} \left( x + \frac{c}{2} \right) \right] \exp \left( -ic_0 x \right),
\end{align*}
\]
where
\[
S_{2nm} = \begin{cases} 
  i \exp \left( -ic_0 c/2 \right), \\
  |\alpha_m c| = |\alpha_0 c| \\
  \exp \left( -i\alpha_m c/2 \right) \frac{2(\alpha_m c)((-1)^n \exp (i\alpha_m c) - 1)}{(\alpha_m c)^2 - (n\pi)^2}, \\
  |\alpha_m c| \neq |\alpha_0 c|. 
\end{cases}
\]
Equation (44) can be easily simplified into (19) with a change of variables.

**APPENDIX III**

**THE PLEMELJ–SOKHTSKI CONDITIONS AND THE RIEMANN–HILBERT PROBLEM**

Suppose that one is given a simple, closed, smooth curve $\Gamma$ dividing the complex plane into two open sets, the (bounded) interior $S_+$, and the exterior $S_-$ and two Hölder continuous functions of position on that contour, $T(\gamma)$ and $F(\gamma)$, $T(\gamma)$ being unvanishing. Let $x(z)$ be a sectionaly analytic function, i.e., over the domains $S_+$ and $S_-$, let $x(z)$ equal, respectively, the analytic functions $x_+(z)$ and $x_-(z)$. Then the Cauchy integral
\[
x(z) = \frac{1}{2\pi i} \oint_{\Gamma} \frac{F(\gamma) d\gamma}{z - \gamma},
\]
 solves the problem: find a piecewise analytic function $x(z)$ vanishing at infinity that satisfies on $\Gamma$ the prescribed transition condition
\[
x_+(\gamma) - x_-(\gamma) = F(\gamma), \quad \gamma \in \Gamma.
\]
It must be noted that the function defined as a Cauchy principal value in (45) satisfies a Hölder condition of the same type as $F$ and the Plemelj–Sokhtski conditions:
\[
x_+(\gamma) = x(\gamma) + \frac{1}{2} F(\gamma), \quad (47a)
\]
\[
x_-(\gamma) = x(\gamma) - \frac{1}{2} F(\gamma).
\]
Moreover, the additional condition $x_-(\infty) = 0$ can be modified. For instance, if $x(z)$ has a pole of order $n$ at $z = \infty$, the solution of (46) is
\[
x(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{F(\gamma) d\gamma}{z - \gamma} + P_n(z),
\]
where $P_n(z)$ is a polynomial of order $n$ in $z$, $P_0(z)$ being a constant.

The Riemann–Hilbert problem is a generalization of this problem. In particular, it is desired to find the sectionaly analytic function $x(z)$ which satisfies on the contour $\Gamma$ either the transition condition
\[
x_+(\gamma) = T(\gamma) x_-(\gamma),
\]
or
\[
x_+(\gamma) = T(\gamma) x_-(\gamma) + F(\gamma).
\]
A further extension of this problem to open curves and discontinuous coefficients is possible and has been well treated in [8].

**APPENDIX IV**

1) \[
R_m = \frac{P_m(\sigma)}{2},
\]
where $P_m(\sigma)$ denotes the Legendre function evaluated at $\sigma = \cos (\Phi)$ [10].

2) \[
u_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-im\beta} G_n(e^{i\beta}) \left[ \frac{1}{\pi i} \int_{\lambda} \frac{G_n(\lambda)\lambda^r d\lambda}{\lambda - \lambda - t_0} \right] d\beta.
\]
(a) Referring to [10], we evaluate the following integral
\[
\frac{1}{\pi i} \int_{\lambda} \frac{G_n(\lambda)\lambda^r d\lambda}{\lambda - t_0} = \frac{1}{2\pi i} \int_{0}^{\infty} G_n(\lambda)\lambda^r \lambda^{-t_0} d\lambda,
\]
where $G$ is the contour surrounding the arc $\Gamma$ (Fig. 9). We divide the contour $G$ into two segments $C_1$ and $C_0$. They are interior and exterior to the unit circle $S$, respectively. Let us expand the integrand into the following expression [10]:
\[
\frac{\sqrt{(\lambda - e^{i\beta})(\lambda - e^{-i\beta})}}{\lambda - t_0} \lambda^{-t_0} = \begin{cases} 
  -\sum_{j=0}^{n} t_0^{j-1} \lambda^j \sum_{k=0}^{n} u_k(\sigma) \lambda^k \lambda^{-t_0}, & \text{for } |\lambda| < 1 \\
  -\sum_{j=0}^{n} t_0^{j-1} \lambda^j \sum_{k=0}^{n} u_k(\sigma) \lambda^k \lambda^{-t_0}, & \text{for } |\lambda| > 1
\end{cases}
\]
where $u_0(\sigma) = 1$, $u_1(\sigma) = -\sigma$, $u_n(\sigma) = P_n(\sigma) - 2P_{n-1}(\sigma) + P_{n-2}(\sigma)$, $n \geq 2$. The contour integral is evaluated along $C_1$ and $C_0$ in the clockwise direction. Letting $\epsilon \to 0$ and $R \to \infty$, 
formula [10], we have

\[ u'_m = \frac{1}{4} \sum_{j=0}^{m} \left\{ P_{j-m-1}(\sigma) P_{r-j-1}(\sigma) - P_{j-m+1}(\sigma) P_{r-j-1}(\sigma) \right\} \sin \psi_0. \]  \hfill (56)

With the definition of the function \( \sin \psi_0 P_{r-j}(\sigma) \) given in Appendix IV-b, the following series is derived in a closed form:

\[ \sum_{j=0}^{m} P_{j-m}(\sigma) \sin \psi_0 P_{r-j}(\sigma) \]

\[ = \sum_{j=0}^{m} P_{j-m}(\sigma) \frac{1}{\pi} \int_{\phi_0}^{\phi_0 + \pi} \frac{\sqrt{(e^{i\phi} - e^{i\phi_0})(e^{i\phi} - e^{-i\phi_0})}}{e^{i(j-\phi)} + 1} \exp \left[ i(r-j)\phi \right] d\phi \]

\[ = \frac{1}{\pi} \int_{\phi_0}^{\phi_0 + \pi} \mathcal{F}_m(\phi) \exp \left[ i(m\phi) \sqrt{e^{i2\phi} - 2ae^{i\phi} + 1} \right] \exp \left[ i(r-m)\phi \right] d\phi \]  \hfill (57)

where

\[ \mathcal{F}_m(\phi) = \sum_{j=0}^{m} P_{j-m}(\sigma) \exp \left( -ij\phi \right). \]

We compute the integration in (57) by parts, where the derivative of the function,

\[ \mathcal{F}_m(\phi) \exp \left( im\phi \right) \sqrt{e^{i2\phi} - 2ae^{i\phi} + 1} \]

with respect to \( \phi \) is derived by taking advantage of the recurrence relationship for \( P_n(\sigma) \):

\[ (m-j)P_{m-j}(\sigma) - (2m-2j-1)\sigma P_{m-j-1}(\sigma) \]

\[ + (m-j-1)P_{m-j-2}(\sigma) = 0. \]  \hfill (58a)

In particular, we multiply (58a) by \( \exp \left[ i(m-j)\phi \right] \) and sum over the index \( j \) from 0 to \( \infty \). The result can be simplified to

\[ (1 - 2ae^{i\phi} + e^{i2\phi}) \frac{\partial}{\partial \phi} \left\{ \mathcal{F}_m(\phi) e^{im\phi} \right\} \]

\[ + (-i\phi ae^{i\phi} + i\phi e^{i2\phi}) \left\{ \mathcal{F}_m(\phi) e^{im\phi} \right\} \]

\[ = i(m+1)P_m(\sigma) e^{i(m+2)\phi} - i(m+1)P_{m+1}(\sigma) e^{i(m+1)\phi}. \]

Consequently,

\[ \frac{\partial}{\partial \phi} \left\{ \mathcal{F}_m(\phi) e^{im\phi} \sqrt{1 - 2ae^{i\phi} + e^{i2\phi}} \right\} \]

\[ = \frac{i(m+1)P_m(\sigma)}{\sqrt{1 - 2ae^{i\phi} + e^{i2\phi}}} - \frac{i(m+1)P_{m+1}(\sigma)}{\sqrt{1 - 2ae^{i\phi} + e^{i2\phi}}}. \]  \hfill (58b)

Substituting (55) into (51) and using the Mehler–Dirichlet

Using (58b), we can easily compute the integration in (57) by

\[ \frac{1}{\pi} \int_{\pi}^{1} \frac{G_0(\lambda) \lambda^2}{\lambda - \lambda_0} d\lambda = \frac{1}{2} \left\{ \sum_{j=0}^{m} t_{r-j} \sin \psi_0 P_{r-j}(\sigma) \right\}

\[ - \sum_{j=0}^{m} t_{r-j} \sin \psi_0 P_{r-j}^{-1}(\sigma) \right\}. \]  \hfill (55)
parts and obtain the following expression for the desired sum:

\[
\sum_{j=0}^{\infty} P_{m-r}(\phi) \sin \psi_0 P_{r-j}(\phi) = \begin{cases} \\
\left\{ \frac{(m+1)}{m-r} \left[ P_m(\phi) P_{r+1}(\phi) - P_{m+1}(\phi) P_r(\phi) \right] \right\}, & \text{for } m \neq r, m \neq 1 \\
\frac{2\psi_0}{\pi} \sin \left[ \psi_0(r+1) \right], & \text{for } m = r, m = 1 \\
(r+1)[P_{r+1}(\phi) U_{r+1}(\phi) - P_r(\phi) U_r(\phi)], & \text{for } r = m \geq 0 \\
\frac{2\psi_0}{\pi}, & \text{for } r = m = 1 \\
(r+1)[P_{r-1}(\phi) U_{r-2}(\phi) - P_{r-2}(\phi) U_{r-1}(\phi)], & \text{for } r = m \leq 2 \end{cases}
\]

where

\[ U_0(\phi) = 0, \quad U_1(\phi) = \sigma - 1, \]

\[ U_{n+1}(\phi) = \frac{aP_n(\phi) - P_n(\phi)}{(n+1)^2} \]

\[ + \frac{2n+1}{n+1} \sigma U_n(\phi) - \frac{n}{n+1} U_{n-1}(\phi), \quad \text{for } n \geq 1. \]

The case when \( r = m \) is given in [6]. The second series in (56) can be derived in a similar fashion. Consequently, the parameter \( v_m \) expressed by (56) has the closed-form representation:

\[
v_m = \begin{cases} \\
\left\{ \frac{(m+1)}{2(m-r)} \left[ P_m(\phi) P_{r+1}(\phi) - P_{m+1}(\phi) P_r(\phi) \right] \right\}, & \text{for } m \neq r \\
m \geq 0 \\
0, & \text{for } m = r = 1 \\
\frac{m+1}{2} \left[ P_{m-1}(\phi) U_m(\phi) - P_m(\phi) U_{m+1}(\phi) \right], & \text{for } m \leq 2 \end{cases}
\]

(b) Derivation of (53) in Appendix IV-b: Let us consider the associated Legendre's function \( P_{m-r}^{-1}(\cos \psi_0) \) defined in (54), [12]

\[ P_{m-r}^{-1}(\cos \psi_0) = P_{r-1}^{-1}(\cos \psi_0) = \frac{\sin^{-1} \psi_0}{\pi} \int_{-\psi_0}^{\psi_0} \exp (-i \phi) \cdot \sqrt{(e^{i \phi} - e^{-i \phi})(e^{i \phi} - e^{-i \phi})} \ d\phi. \]

Since [10]

\[
\sum_{n=0}^{\infty} u_n(\phi) \exp (in \phi) = \begin{cases} \\
\frac{\sqrt{(e^{i \phi} - e^{-i \phi})(e^{i \phi} - e^{-i \phi})}}{\pi}, & 0 \leq |\phi| < \psi_0 \\
\frac{(-1)^n \sqrt{(e^{i \phi} - e^{-i \phi})(e^{i \phi} - e^{-i \phi})}}{\psi_0}, & \psi_0 < |\phi| \leq \pi \end{cases}
\]

(60) can be written as

\[ \sin (\psi_0) P_{r-1}^{-1}(\phi) = \frac{1}{\pi} \int_{-\psi_0}^{\psi_0} \exp (-i \phi) \cdot \sum_{n=0}^{\infty} u_n(\phi) \exp (in \phi) \ d\phi \]

\[ = \frac{2\psi_0}{\pi} \sum_{n=0}^{\infty} u_n(\phi) \sin [\psi_0(n-r)]. \]

Equation (53) follows immediately.

3)

\[ w' = \sum_{m=-\infty}^{\infty} \frac{v_m(-1)^m}{m}. \]

Substituting (56) for \( v_m' \) into the above equation, we have

\[
w' = \frac{1}{4} \sum_{j=0}^{\infty} \sin \psi_0 P_{r-j}^{-1}(\phi) \left[ \sum_{m=0}^{\infty} \frac{(-1)^m P_{m-j}(\phi)}{m} \right] - \frac{1}{4} \sum_{j=0}^{\infty} \sin \psi_0 P_{r-j-2}(\phi) \left[ \sum_{m=0}^{\infty} \frac{(-1)^m P_{m-j-2}(\phi)}{m} \right].
\]

With (59) and the following equality [10, eq. (38)]:

\[
\sum_{m=-\infty}^{\infty} \frac{(-1)^m P_{m-k}(\phi)}{m + s} \sin (\pi m) = \frac{\pi}{\sin (\pi s)} P_{s+k-1}(\phi),
\]

the series in (61) can be evaluated in the limit as \( s \to 0 \). This yields

\[
w' = \begin{cases} \\
-\frac{1}{2} \sin \psi_0 P_{r-1}^{-1}(\phi) \ln \left( \frac{1 + \sigma}{2} \right) \\
-\frac{1}{2r} \left[ P_{r}(\phi) - P_{r-1}(\phi) \right], & r \neq 0 \\
\left( \frac{1 + \sigma}{2} \right) \ln \left( \frac{1 + \sigma}{2} \right), & r = 0
\end{cases}
\]

4)

\[ Y = \sum_{m=-\infty}^{\infty} \frac{R_m(-1)^m}{m} = -\frac{1}{2} \ln \left( \frac{1 + \sigma}{2} \right). \]

See [10] for this derivation.
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