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Abstract

We present an overview of a family of methods developed recently for the analysis of the error floors of low-density parity-check (LDPC) codes.

I. INTRODUCTION

Low-density parity-check (LDPC) codes [1], [2], have been the focus of intense research over the past decade due to their ability to approach theoretical limits of reliable transmission over various channels even when decoded by sub-optimal low complexity algorithms. LDPC codes are a class of linear block codes which can be defined by sparse bipartite graphs. Traditional algorithms for decoding LDPC codes are based on belief propagation (BP) [3], and operate on a graphical representation of the code, known as Tanner graph [4]. These algorithms operate by iteratively passing messages along the edges of the Tanner graph and are generally referred to as iterative message passing algorithms. The BP, as an algorithm to compute marginals of functions on a graphical model, has its roots in the broad class of Bayesian inference problems [5]. While inference using BP is exact only on loop-free graphs (trees), it surprisingly provides close approximations to exact marginals on loopy graphs. However, an understanding of the behavior of BP in the latter case is far from complete. Exact computation of probabilistic inference in Bayesian belief networks is not only NP-hard in general, but is hard even under strong restrictions of graphical model topology [6].

The properties of LDPC codes under different decoding algorithms have been analyzed by studying ensembles of codes in the limit of code length approaching infinity, or equivalently under the assumption that the underlying Tanner graph is a tree. A technique known as density evolution has been developed to derive the capacity of LDPC codes under the message passing algorithms. The method analyzes the average behavior of code ensembles and shows that a code selected at random behaves very close to ensemble average. These results are in the spirit of Shannon’s work in which random codes were shown to achieve capacity without exhibiting a explicit way to select such a code. Unfortunately, the methods to analyze ensembles of codes are of limited use for the performance analysis of a given finite length code.

From a practical perspective, however, it would be beneficial to characterize the performance of a particular code. Analytical characterization of the performance of a code requires an understanding of the conditions that lead to the failure of the decoder under question. A decoder is said to have failed when the output of the decoder is not a codeword. Note that it is possible that the decoder finds a codeword different from the transmitted codeword and this is generally referred to as a decoding error. The decoding failures and errors are a function of the code, the decoder and the channel. In the case of iterative message algorithms, the decoders operate on the Tanner graph of the code and consequently the failures and errors are also a function of the topological structure of the Tanner graph. They also depend on the message update rules, but also on the message passing schedule and the implementation aspects such as message precision.

The theoretically best possible performance for a code is achieved under the so-called maximum likelihood (ML) decoder. Given a received vector, the ML decoder finds the nearest codeword, where the metric to characterize the nearness is dependent on the channel. Note that the ML decoder by definition does not fail to find a codeword. For hard decision channels, the nearest codeword is the one with the least Hamming distance from the received vector. Hence the ML decoding of a binary code on a hard decision channel is a Voronoi binning of points in the Hamming space with codewords as centers of the regions. The ML decoder makes an error when the received vector falls into the Voronoi region of another codeword. Voronoi decomposition completely characterizes the performance of the ML decoding algorithm. Naturally, such an algorithm has exponential complexity and consequently most codes are decoded using low-complexity and practical decoding algorithms.

Algebraic codes such as the Bose-Chaudhuri-Hocquenghem (BCH) codes and Reed-Solomon (RS) codes are decoded using a class of hard decision decoders known as bounded distance decoders (BDDs). A BDD, as the name suggests, is capable of correcting a fixed number of errors. A BDD decodes a received vector to a codeword within a Hamming distance of t (if such a codeword exists). Otherwise, the decoder reports a failure. All the vectors within a distance of t from a codeword are said to fail in the decoding sphere of the codeword. Hence, a BDD with correction capability t fails whenever the received vector does not fall into the decoding sphere of any codeword.

Such a level of understanding of failures has not been achieved for iterative decoders. The understanding of failures of iterative decoders has assumed significance in the wake of a phenomenon known as error floor. Generally, the performance
of a code under a particular decoding algorithm is characterized by the Bit-Error-Rate (BER) or the Frame-Error-Rate (FER) curve plotted as a function of the Signal-to-Noise Ratio (SNR). A typical BER/FER vs SNR curve consists of two distinct regions. At small SNR, the error probability decreases rapidly with SNR, with the curve looking like a waterfall. The decrease slows down at moderate values turning into the error floor asymptotic at very large SNR [7]. This transient behavior and the error floor asymptotic originate from the sub-optimality of decoder, i.e., the ideal maximum-likelihood (ML) curve would not show such a dramatic change in the BER/FER with the SNR increase. While the slope of the BER/FER curve in the waterfall region is the same for almost all the codes in the ensemble, there can be a huge variation in the slopes for different codes in the error floor region [8]. Since for sufficiently long codes the error floor phenomenon manifests itself in the domain unreachable by brute force Monte-Carlo (MC) simulations, analytical methods are necessary to characterize the FER performance. This is very crucial for practical applications such as data storage where the requirements on data reliability are often under $10^{-15}$. To guarantee such reliability, one should be able to predict the performance of a given code that would be deployed in the system.

Significant research efforts have been directed toward answering questions related to the minimum distance and guaranteed error correction properties of code ensembles. Gallager showed that for column weight $\gamma \geq 3$ and row weight $\rho > \gamma$, the minimum distance of the $(\gamma,\rho)$ ensemble of LDPC codes increases linearly with the code length. The correction of a linear number of errors was however not established. When we say that an algorithm will correct a linear number of worst case errors for a code $C$ of length $n$, we mean that for some constant $0 < \alpha < 1$, the algorithm corrects any arbitrary error pattern with up to $\alpha n$ errors. Zyablov and Pinsker [9] showed that, asymptotically the parallel bit flipping algorithm can correct a linear number of errors for almost all the codes in the regular ensemble with $\gamma \geq 5$. Sipser and Spielman [10] used expander graph arguments to analyze two bit flipping algorithms, serial and parallel. Specifically, they showed that these algorithms can correct a linear number of errors if the underlying Tanner graph is a good expander. Burshtein and Miller [11] applied expander based arguments to show that message passing algorithms can also correct a linear number of errors when the degree of each variable node is more than five. Recently, Burshtein [12] showed that regular codes with variable nodes of degree four are capable of correcting a linear number of errors under the parallel bit flipping algorithm. Burshtein [12] was also the first to observe that it cannot be proved that almost all the codes in the ensemble of column-weight-three LDPC codes can correct a linear number of errors as a non-negligible fraction of codes have parallel edges in their Tanner graphs and such codes cannot correct a single worst case error. A stronger statement was proved in [13], where it was shown that at sufficiently large code length, no code in the ensemble of column-weight-three codes can correct a linear number of errors in the code length. The result was extended to the bit flipping algorithms also.

Tanner studied a class of codes constructed based on bipartite graphs and short error correcting codes [4]. Tanner’s work is a generalization of the LDPC codes proposed by Gallager [1] and hence the name GLDPC codes. Tanner proposed code construction techniques, decoding algorithms and complexity and performance analysis for these codes and derived bounds on the rate and minimum distance. Sipser and Spielman [10] analyzed a special case of GLDPC codes (which they termed as expander codes) using expansion arguments and proposed explicit constructions of asymptotically good codes capable of correcting a linear number of errors. Zemor [14] improved the fraction of correctable errors under a modified decoding algorithm. Barg and Zemor in [15] analyzed the error exponents of expander codes and showed that expander codes achieve capacity over the BSC. Janwa and Lal [16] studied GLDPC codes in the most general setting by considering unbalanced bipartite graphs. Miladinovic and Fossorier [17] derived bounds on the guaranteed error correction capability of GLDPC codes for the special case of failures only decoding.

It is well known that a random graph is a good expander with high probability [10]. However, the fraction of nodes having the required expansion is very small and hence the code length to guarantee correction of a fixed number of errors must be large. Moreover, determining the expansion of a given graph is known to be NP hard [18], and spectral gap methods cannot guarantee an expansion factor of more than $1/2$ [10].

In spite of the aforementioned advances made in the analysis of ensembles of LDPC codes, there is clearly a lack of understanding in characterizing the failures of iterative decoders for a particular code. This can be attributed to the unique challenges posed by these decoders. Firstly, the decoders operate on a Tanner graph representation of the code which is not unique for a given code. What is the best Tanner graph representation for a code is a long standing open problem in coding theory. Secondly, there are many variants of the standard BP decoder and each decoder can have potentially different failures. Thirdly, the implementation of the decoder itself can play an important role in determining the failures. Moreover, the iterative nature of the decoders make it difficult to define a universal criterion for termination of the decoder and hence the notion of output of the decoder remains largely ambiguous. Remarkably, these difficulties were overcome in the case of iterative decoding on the binary erasure channel (BEC) for which the decoding failures are completely characterized in the work of Di et al. using combinatorial structures in the Tanner graph known as stopping sets. Later Orlitsky et al. [19] provided asymptotic results on the stopping set distribution for different code ensembles. The success in this case has motivated researchers to proceed along similar lines, wherein the effect of the topological structures in the Tanner graph on the failures are studied for a given decoding algorithm and a given channel.

One such approach to the study of error correction capability of LDPC codes is based on the girth of the underlying Tanner graph. While determining the expansion of a given graph is NP hard, the girth of a graph can be computed with a linear
complexity algorithm (in the number of vertices in the graph). This makes girth based analysis of codes attractive from a practical perspective. Tanner in [4] studied codes based on bipartite graphs and derived lower bounds on the minimum distance of graph based codes as a function of the left degree and girth of the Tanner graph. For \( d_v \geq 3 \), the minimum distance was shown to increase exponentially with the girth, which implies that for ML decoding the error correction capability increases exponentially with the girth. In [20], it was shown that the size of variable node sets that have the expansion required by the expansion based arguments also increases exponentially with girth for \( d_v \geq 5 \), leading to the result that the error correction capability under the bit flipping algorithms grows exponentially with the girth. In [21] it was shown that the error correction capability of column-weight-three codes under the Gallager A algorithm grows linearly with the girth of the Tanner graph and consequently logarithmically with the code length. It is worth noting here that the minimum stopping set size also grows exponentially with the girth for \( d_v \geq 3 \) [23].

Failures of iterative decoders for graph based codes were first studied by Wiberg [24] who introduced the notions of \textit{pseudo-codewords} and \textit{pseudo-codewords}. Subsequent analysis of the computation trees was carried out by Frey et al. [25] and Forney et al. [26]. For iterative decoding on the AWGNC, MacKay and Postol [27] were the first to discover that certain “near codewords” are to be blamed for the high error floor in the Margulis code. A huge stride towards the understanding of the error floor problem in a general setting, was made through the pioneering work of Richardson [7], who showed that the problem is at least partially combinatorial in nature. Richardson introduced the notion of \textit{trapping sets}, which are certain problematic loopy structures present in the graph of the code that cause the decoder to fail for certain low-noise configurations, and are a function of both the code and the decoding algorithm in operation. Using this notion, he proposed a semi-analytical method for estimating the error-rates of BP decoding on the AWGNC in the error floor by identifying the dominant trapping sets. Another approach based on statistical physics was also proposed for the AWGNC by Stepanov et al. [28] through the notion of \textit{instantons}, which are certain low-noise configurations that swayed the decoding trajectory away from the correct codeword. Later, Chilappagari et al. [29] in line with Richardson’s work, presented results on the error floor estimation for the BSC under Gallager B decoding. Another notion called \textit{absorbing sets}, was proposed by Dolecek et al. [30], which are a special type of trapping sets that are purely combinatorial and stable under the bit-flipping algorithm, and this notion enabled them to perform a detailed analysis on array-based LDPC codes.

Although it was shown by McGregor and Milenkovic [31] that performing an exhaustive search of all trapping sets in the graph of a given code is NP-hard, several good practical approaches have been proposed. Milenkovic et al. [32] examined the asymptotic trapping set distributions for both regular and irregular LDPC code ensembles. Cole et al. [33] proposed a method to estimate the error floor based on importance sampling, which is similar to Richardson’s approach in [7]. Wang et al. proposed an efficient algorithm to exhaustively enumerate both trapping sets and stopping sets for codes with relatively short to moderate block lengths \((N \approx 500)\). Abu-Surra et al. [34] proposed an efficient improved impulse method that could enumerate trapping sets by augmenting the Tanner graph with auxiliary variable nodes, and treating the problem as if it were searching for low-weight codewords. Although the method does not guarantee enumeration of all trapping sets, it is reasonably reliable and is applicable to any arbitrary graph. A method that uses the \textit{branch-and-bound} approach to enumerate stopping sets in a given code was proposed by Rosnes and Ytrehus [35]. Karimi and Banihasemi [36] recently proposed an algorithm which could efficiently enumerate the dominant trapping sets present in any arbitrary graph by recursively expanding the cycles present in the graph. More recently, Zhang and Siegel [37] proposed an efficient technique that expanded on the branch-and-bound approach by transforming the bounding step to an LP formulation, and which allowed a complete enumeration of trapping sets up to a certain size with reasonable computation time.

In spite of the fact that all the above works are useful for enumerating trapping sets in a given graph which aid in estimating the error floor, none of them directly address the issue of how to utilize the knowledge of trapping sets for constructing better codes or improving the decoding algorithms. For instance, it is highly non-trivial to determine which particular subgraphs (that correspond to certain trapping sets) should be avoided during the construction of codes in order to improve the error floor performance. Vasić et al. [38] proposed the \textit{trapping set ontology}, which is a hierarchy of trapping sets that exploits the topological relations, and can be utilized for code construction or decoder design. We discuss this in detail in this chapter.

It has been observed by numerous researchers that failures of various iterative decoders as well as linear programming (LP) decoder are due to noise configurations with similar topologies. However, no exact statement about such connection has been established nor proven. The failures of the LP decoder can be understood in terms of the vertices of the so-called \textit{fundamental polytope} which are also known as pseudo-codewords [39]. Vontobel and Koetter [40] introduced a theoretical tool known as graph cover approach and used it to establish connections between the LP and the message passing decoders using the notion of the fundamental polytope. They showed that the pseudo-codewords arising from the Tanner graph covers are identical to the pseudo-codewords of the LP decoder. Vontobel and Koetter [41] also studied the relation between the LP and the min-sum decoders.

Kelley and Sridhara [42] studied pseudo-codewords arising from graph covers and derived bounds on the minimum pseudo-codeword weight in terms of the girth and the minimum left-degree of the underlying Tanner graph. The bounds were further investigated by Xia and Fu [43]. Smarandache and Vontobel [44] found pseudo-codeword distributions for the special cases of codes from Euclidean and projective planes. Pseudo-codeword analysis has also been extended to the convolutional LDPC codes by Smarandache et al. [45]. Milenkovic et al. [32] studied the asymptotic distribution of trapping sets in regular and
irregular ensembles. Wang et al. [46] proposed an algorithm to exhaustively enumerate certain trapping sets.

II. Preliminaries

A. LDPC Codes

LDPC codes belong to the class of linear block codes which can be defined by sparse bipartite graphs [4]. The Tanner graph [4] \( G \) of an LDPC code \( C \) is a bipartite graph with two sets of nodes: the set of variable nodes \( V = \{1, 2, \ldots, n\} \) and the set of check nodes \( C = \{1, 2, \ldots, m\} \). The check nodes (variable nodes resp.) connected to a variable node (check node resp.) are referred to as its neighbors. The set of neighbors of a node \( i \) denote the set of all incoming messages to variable node \( i \) and is denoted by \( N(i) \). The degree \( d_u \) of a node \( u \) is the number of its neighbors. A vector \( v = (v_1, v_2, \ldots, v_n) \) is a codeword if and only if for each check node, the modulo two sum of its neighbors is zero. An \((n, \gamma, \rho)\) regular LDPC code has a Tanner graph with \( n \) variable nodes each of degree \( \gamma \) and \( n\gamma/\rho \) check nodes each of degree \( \rho \). This code has length \( n \) and rate \( r = 1 - \gamma/\rho \) [4]. It should be noted that the Tanner graph is not uniquely defined by the code and when we say the Tanner graph of an LDPC code, we only mean one possible graphical representation.

B. Channel Assumptions

We assume that a binary codeword \( y \) is transmitted over a noisy channel and is received as \( \hat{y} \). The support of a vector \( y = (y_1, y_2, \ldots, y_n) \), denoted by \( \text{supp}(y) \), is defined as the set of all positions \( i \) such that \( y_i \neq 0 \). In this paper, we consider binary input memoryless channels with discrete or continuous output alphabet. Since, the channel is memoryless, we have

\[
\Pr(\hat{y}|y) = \prod_{i \in V} \Pr(\hat{y}_i|y_i)
\]

and hence can be characterized by \( \Pr(\hat{y}_i|y_i) \), the probability that \( \hat{y}_i \) is received given that \( y_i \) was sent. The negative log-likelihood ratio (LLR) corresponding to the variable node \( i \in V \) is given by

\[
\gamma_i = \log \left( \frac{\Pr(\hat{y}_i|y_i = 0)}{\Pr(\hat{y}_i|y_i = 1)} \right).
\]

Two binary input memoryless channels of interest are the BSC with output alphabet \( \{0, 1\} \) and the AWGNC with output alphabet \( \mathbb{R} \). On the BSC with transition probability \( \epsilon \), every transmitted bit \( y_i \in \{0, 1\} \) is flipped \(^1\) with probability \( \epsilon \) and is received as \( \hat{y}_i \in \{0, 1\} \). Hence, we have

\[
\gamma_i = \begin{cases} 
\log \left( \frac{1-\epsilon}{\epsilon} \right) & \text{if } \hat{y}_i = 0 \\
\log \left( \frac{\epsilon}{1-\epsilon} \right) & \text{if } \hat{y}_i = 1 
\end{cases}
\]

For the AWGN channel, we assume that each bit \( y_i \in \{0, 1\} \) is modulated using binary phase shift keying (BPSK) and transmitted as \( \overline{y}_i = 1 - 2y_i \) and is received as \( \hat{y}_i = \overline{y}_i + n_i \), where \( \{n_i\} \) are i.i.d. \( N(0, \sigma^2) \) random variables. Hence, we have

\[
\gamma_i = \frac{2\hat{y}_i}{\sigma^2}.
\]

C. Message Passing Decoding Algorithms

Message passing decoders operate by passing messages along the edges of the Tanner graph representation of the code. Gallager in [1] proposed two simple binary message passing algorithms for decoding over the BSC; Gallager A and Gallager B. There exist a large number of message passing algorithms (sum-product algorithm, min-sum algorithm, quantized decoding algorithms, decoders with erasures to name a few [47]) in which the messages belong to a larger alphabet.

Let \( \hat{y} = (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n) \), an \( n \)-tuple be the input to the decoder. Let \( \omega_i^{(k)} \) denote the message passed by a variable node \( i \in V \) to its neighboring check node \( \alpha \in C \) in the \( k \)-th iteration and \( \omega_{\alpha \rightarrow i}^{(k)} \) denote the message passed by a check node \( \alpha \) to its neighboring variable node \( i \). Additionally, let \( \omega_{\alpha \rightarrow i}^{(k)} \) denote the set of all incoming messages to variable node \( i \) and \( \omega_{\alpha \rightarrow i}^{(k)} \) denote the set of all incoming messages to variable node \( i \) except from check node \( \alpha \).

\(^1\)The event of a bit changing from 0 to 1 and vice-versa is known as flipping.
**Gallager A/B Algorithm:** The Gallager A/B algorithms are hard decision decoding algorithms in which all the messages are binary. With a slight abuse of the notation, let $|\omega_{\alpha \to i}|$ denote the number of incoming messages to $i$ which are equal to $m \in \{0, 1\}$. Associated with every decoding round $k$ and variable degree $d_i$ is a threshold $b_{k,d_i}$. The Gallager B algorithm is defined as follows.

$$\omega_{i \to \alpha}^{(0)} = \hat{y}_i$$

$$\omega_{\alpha \to i}^{(k)} = \left( \sum_{j \in N(\alpha) \setminus i} \omega_{j \to \alpha}^{(k-1)} \right) \mod 2$$

$$\omega_{i \to \alpha}^{(k)} = \begin{cases} 0, & \text{if } |\omega_{\alpha \to i}^{(k)}| = 0 \geq b_{k,d_i} \\ 1, & \text{if } |\omega_{\alpha \to i}^{(k)}| = 1 \geq b_{k,d_i} \end{cases}$$

The Gallager A algorithm is a special case of the Gallager B algorithm with $b_{k,d_i} = d_i - 1$ for all $k$. At the end of each iteration, a decision on the value of each variable node is made based on all the incoming messages and possibly the received value.

**The Sum-Product Algorithm:** A soft decision decoding algorithm, which is the best possible one if the messages are calculated locally in the Tanner graph of the code, is called the sum-product algorithm. With a moderate abuse of notation, the messages passed in the sum-product algorithm are described below:

$$\omega_{i \to \alpha}^{(0)} = \gamma_i$$

$$\omega_{\alpha \to i}^{(k)} = 2 \tanh^{-1} \left( \prod_{j \in N(\alpha) \setminus i} \tanh \left( \frac{1}{2} \omega_{j \to \alpha}^{(k-1)} \right) \right)$$

$$\omega_{i \to \alpha}^{(k)} = \gamma_i + \sum_{\delta \in N(i) \setminus \alpha} \omega_{\delta \to i}^{(k)}$$

The result of decoding after $k$ iterations, denoted by $x^{(k)}$, is determined by the sign of $m_i^{(k)} = \gamma_i + \sum_{\alpha \in N(i)} \omega_{\alpha \to i}^{(k)}$. If $m_i^{(k)} > 0$ then $x_i^{(k)} = 0$, otherwise $x_i^{(k)} = 1$.

In the limit of high SNR, when the absolute value of the messages is large, the sum-product becomes the min-sum algorithm, where the message from the check $\alpha$ to the bit $i$ looks like:

$$\omega_{\alpha \to i}^{(k)} = \min \left| \omega_{\alpha \to i}^{(k-1)} \right| \cdot \prod_{j \in N(\alpha) \setminus i} \text{sign} \left( \omega_{j \to \alpha}^{(k-1)} \right)$$

The min-sum algorithm has a property that the Gallager A/B and LP decoders also possess — if we multiply all the likelihoods $\gamma_i$ by a factor, all the decoding would proceed as before and would produce the same result. Note that we do not have this “scaling” in the sum-product algorithm.

To decode the message in complicated cases (when the message distortion is large) we may need a large number of iterations. To speed up the decoding process one may check after each iterations whether the output of the decoder is a valid codeword, and if so halt decoding.

### III. Overview of Decoding Failures

To characterize the performance of a coding/decoding scheme for linear codes over any output symmetric channel, one can assume, without loss of generality, the transmission of the all-zero-codeword, i.e., $x = 0$, when the decoding algorithm satisfies certain symmetry conditions (see Definition 1 and Lemma 1 in [47]). The iterative decoding algorithms that we consider in this paper satisfy these symmetry conditions. Henceforth, we assume that that $x = 0$.

If the output of the decoder is not equal to the transmitted codeword then we say that a decoding failure had occurred. Since the all-zero-codeword is transmitted, a decoding failure occurs if the output vector from the decoder contains at least a 1-bit. For channels with discrete-output, we express the probability of a decoding failure, i.e., the frame error rate as a function of the SNR $s$, as follows:

$$FER(s) = \sum_y P_s(y)\theta(y),$$

where the sum goes over all the possible outputs $y$ of the channel for the all-zero-codeword input. If the symbols from the channel take values from a continuous range, we replace the sum with an integral: $\sum \to \int dy$. As a result, the probability mass function $P_s(y)$ becomes a probability density function $f_s(y)$. The function $\theta(y)$ in Eq. (1) is an indicator function, i.e.,
it is defined to be zero in the case of successful decoding, and is unity in the case of failure. Also, $P_s(y)$ is the probability of observing $y$ as the output of a discrete-output channel characterized by the SNR $s$.

The above sum/integral cannot be calculated exact and hence it is typically approximated by retaining only a finite number of terms corresponding to the most probable failures. Approximation with a finite number of terms becomes asymptotically exact in the limit of large SNR, while at smaller SNRs, the accuracy of the estimation depends on the number of terms being considered. The details of the approximate evaluations, however, are different for discrete-output and continuous-output channels, as we now discuss following the spirit of [48].

For discrete-output channels, there are finite number of terms and we account for $k$-most probable channel output vectors $y$. We write $FER(s) \approx \sum_{\beta=1}^{k} N_\beta P_s(y_\beta) \theta(y)$, where the multiplicity factor $N_\beta$ counts the number of vectors $y$ that are equivalent under bit permutations.

For continuous-output channels, there are infinite number of terms. However, the dominant terms are those that correspond to channel output vectors $y$ at which the noise probability density function has local maxima. We call an output vector $y$ at which the noise probability density function achieves local maximum a stationary point. Only stationary points are included in the estimation. For example, on the AWGNC, a stationary point is a noise configuration with minimal (probably locally) value of the $L^2$ norm of $y$. Note that the $L^2$ norm of a vector $y$ is equal to $\sqrt{\sum_{i \in V} y_i^2}$ and that for the AWGNC, a noise configuration with smaller the $L^2$ norm is more probable. A stationary point that leads to a decoding failure is called an instanton.

The FER approximation for continuous-output channels should also include, in addition to the multiplicities, the curvature corrections around the stationary point as discussed in [49], [50]. In other words, $FER(s) \approx \sum_{\beta=1}^{k} N_\beta C(y_\beta) P(y_\beta) \theta(y)$, where $C(y_\beta)$ is the curvature factor. The multiplicities of the dominant noise configurations are determined by the automorphisms of the code, and if nothing is known about it, one may assume that all multiplicities are equal to 1. The FER is affected by the curvature of the error surface in the vicinity of the dominant noise configuration. We note that the most important information about a noise configuration that leads to a decoding failure (an instanton) is its weight which determines the slope of the FER vs. SNR curve in the asymptotic. As observed in [48], in the case of the AWGNC and $s \to \infty$, $C(\hat{y}_\beta) = O(1/\sqrt{s})$, the decay of the noise correlations is exponential along a direction orthogonal to the error surface and quadratic along the remaining $N-1$ components of the noise vector (see Fig. 1 for an illustration of the error surface).

For any typical finite-length LDPC code under iterative decoding, the FER vs. SNR curve consists of two distinct regions: the waterfall region, and the error floor region. In the waterfall region (which is the low SNR region), the error-rate drops significantly with increase in SNR making the curve look like a waterfall. On the other hand, in the error floor region (which is the high SNR region), the decrease in the error-rate dramatically slows down and the curve tends to flatten out turning into an error floor. Fig. 2 illustrates the two regions on a typical FER curve of an LDPC code plotted as a function of the cross-over probability $\alpha$ of the BSC.

To better understand the error floor phenomenon, we consider as an example, the estimation of the FER on the BSC. Let $t$ be the guaranteed error correction capability of an $(N,K)$ LDPC code $\mathcal{C}$. This means that if the vector output from the channel $y$ differs from the transmitted codeword by at most $t$ positions then the decoding is guaranteed to be successful. On the other hand, there exists a vector $y$ with distance $t+1$ from the transmitted codeword that leads to a decoding failure. Let $n_i$ be the number of received vectors of weight $i$, that lead to a decoding failure. Then the frame error rate $FER(\alpha)$ can be determined as

$$FER(\alpha) = \sum_{i=t+1}^{N} n_i(\alpha)^i(1-\alpha)^{(N-i)}.$$  

Let $\alpha$ be the transition probability of BSC and $c_k$ be number of configurations of received bits for which $k$ channel errors lead to codeword (frame) error. The frame error rate (FER) is given by:
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Fig. 2. Typical performance of BP decoding on an LDPC code over the BSC

\[ FER(\alpha) = \sum_{k=i}^{n} c_k \alpha^k (1 - \alpha)^{(n-k)} \]

where \( i \) is the minimal number of channel errors that can lead to a decoding error (size of instantons) and \( n \) is length of the code.

On a semilog scale, the FER is given by

\[
\log(FER(\alpha)) = \log \left( \sum_{i=t+1}^{N} n_i (\alpha)^i (1 - \alpha)^{(N-i)} \right) \\
= \log(n_{t+1}) + (t+1) \log(\alpha) + \log \left( (1 - \alpha)^{(N-(t+1))} \right) \\
+ \log \left( 1 + \frac{n_{t+2}}{n_{t+1}} \alpha (1 - \alpha)^{-1} + \ldots + \frac{n_N}{n_{t+1}} \alpha^{(N-(t+1))} (1 - \alpha)^{-(t+1)} \right)
\]

For a small \( \alpha \), the expression is dominated by the first two terms thereby reducing to

\[
\log(FER(\alpha)) \approx \log(n_{t+1}) + (t+1) \log(\alpha)
\]

From the above expression, we can see that on a \( \log(FER) \) vs \( \log(\alpha) \) scale, the slope of the error floor (which occurs at small \( \alpha \)) is governed by the guaranteed error correction capability \( t \).

The guaranteed error correction capability of a code has always been an important parameter especially for applications such as magnetic recording, and optical and solid-state storage. Recall that under maximum-likelihood decoding, a linear block code with minimum distance \( d_{\text{min}} \) can achieve a guaranteed error correction of \( \left\lfloor \frac{(d_{\text{min}} - 1)}{2} \right\rfloor \). However, for an LDPC code under iterative decoding, its guaranteed error correction is highly non-trivial to determine since iterative decoding is suboptimal and the guaranteed error correction cannot be simply derived from the minimum distance of the code. This highlights the main difference between classical error correcting codes (such as BCH and Reed-Solomon codes) and LDPC codes. While the former emphasizes solely on maximizing the minimum distance, the latter requires, in addition to having good minimum distances, analysis of failures of particular decoding algorithms on low-weight error configurations.

As previously mentioned, the error floor problem arises due to the suboptimality of iterative decoding on loopy graphs. It can be troublesome for applications requiring very low target error-rates, and especially when high-rate codes are employed, which have relatively dense graphs. Although asymptotic techniques such as density evolution [47] provide an accurate prediction of the FER performance in the early waterfall region, the point at which the error floor starts as well as its slope are greatly dependent on the particular structure of a code, and hence cannot be predicted by density evolution. Therefore, finite-length analysis techniques are required for the study of error floors. Besides, for codes with moderate to large lengths, the ability to predict error floors becomes even more critical as the error floor may be unreachable by Monte-Carlo simulations. In the next section, we present a finite length analysis methodology which relies on the notion of trapping sets.

IV. COMBINATORIAL CHARACTERIZATION OF DECODING FAILURES

It is evident from previous discussions that the main element in the analysis and estimation of error floor is the determination of smallest-weight error patterns that lead to decoding failures. In this section, we focus on the combinatorial characterization of decoding failures on various channels utilizing the notion of trapping sets.
In practice, we assume that the iterative decoder performs a finite number \( D \) of iterations. To define the notion of trapping sets, we shall assume that \( D \) is as large as necessary. Denote by \( x \) the transmitted codeword. Consider an iterative decoder and let \( \hat{x}^l = (\hat{x}_1^l, \hat{x}_2^l, \ldots, \hat{x}_n^l) \) be the decision vector after the \( l^{th} \) iteration. We say that a variable node \( v \) is \textit{eventually correct} if there exists a positive integer \( l_c \) such that for all \( l \) with \( l_c \leq l \), \( \hat{x}_v^l = x_v \). Then, trapping sets are defined as follows.

\textbf{Definition 1 (}[7]\textbf{):} A trapping set for an iterative decoding algorithm is a non-empty set of variable nodes in a Tanner graph \( G \) that are not eventually correct. Such a set of variable nodes, say \( T \), is called an \((a, b)\) trapping set if it contains \( a \) variable nodes and the subgraph induced by these variable nodes has \( b \) odd-degree check nodes.

One can readily see that the above definition of trapping sets does not specify which property of a set of variable nodes to form a trapping set. This is because such a property, if exists, would depend on a particular channel and decoding algorithm. In the subsequent subsections, we discuss the notion of trapping sets for a few common channels.

\subsection{A. Trapping Sets on the BEC}

Trapping sets on the BEC are well-characterized through the work of Di et al. [22]. They are purely combinatorial objects and are called stopping sets. The condition on a set of variable nodes to form a stopping set is stated as follows.

\textbf{Definition 2:} A stopping set \( S \) is a subset of \( V \), the set of variable nodes, such that all neighbors of \( S \) are connected to \( S \) at least twice.

\subsection{B. Trapping Sets on the BSC}

For the BSC, since the input to the decoder is discrete, it is easier to define noise (error) configurations in terms of number of bits flipped in the input. The configurations with least number of flips will be the most dominant in the error floor region.

Although a complete combinatorial characterization of trapping sets on the BSC has not been found, when decoding with the Gallager A/B algorithm, or the bit flipping (serial or parallel) algorithms, trapping sets are partially characterized under the notion of fixed sets. By partially, we mean that these combinatorial objects form a subclass of trapping sets, but not all trapping sets are fixed sets. Fixed sets have been studied extensively in a series of papers [13], [20], [29], [51]. They have been proven to be the cause of the error floor in the decoding of LDPC codes under the Gallager A/B algorithm and the bit flipping algorithms.

Assume the transmission of the all-zero codeword over the BSC. The all-zero-codeword assumption can be applied if the channel is output symmetric and the decoding algorithm satisfies certain symmetry conditions (see Definition 1 and Lemma 1 in [47]). The Gallager A/B algorithm, the bit flipping algorithms and the SPA all satisfy these symmetry conditions. With this assumption, a variable node is correct if it is 0 and corrupt if it is 1. Let \( y = (y_1, y_2, \ldots, y_n) \) be the channel output vector and let \( F(y) \) denote the set of variable nodes that are not eventually correct.

\textbf{Definition 3:} For transmission over the BSC, \( y \) is a fixed point of the decoding algorithm if \( \text{supp}(y) = \text{supp}(\hat{x}_l) \) for all \( l \). If \( F(y) \neq \emptyset \) and \( y \) is a fixed point, then \( F(y) = \text{supp}(y) \) is a fixed set. A fixed set is an \textit{elementary fixed set} if all check nodes in its induced subgraph have degree one or two. Otherwise, it is a non-elementary fixed set.

\textbf{Remark:} The classification of fixed sets as elementary and non-elementary fixed sets is identical to the classification of trapping sets as elementary and non-elementary trapping sets in [32].

\textbf{Theorem 1 (}[20]\textbf{):} Let \( C \) be an LDPC code with \( d_v \)-left-regular Tanner graph \( G \). Let \( T \) be a set consisting of variable nodes with induced subgraph \( I \). Let the check nodes in \( I \) be partitioned into two disjoint subsets; \( O \) consisting of check nodes with odd-degree and \( E \) consisting of check nodes with even-degree. Then \( T \) is a fixed set for the bit flipping algorithms (serial or parallel) iff : (a) Every variable node in \( I \) has at least \( \left\lceil \frac{d_v}{2} \right\rceil \) neighbors in \( E \) and (b) No collection of \( \left\lceil \frac{d_v}{2} \right\rceil + 1 \) check nodes of \( O \) share a neighbor outside \( I \).

Note that Theorem 1 only states the conditions for the bit flipping algorithms. However, it is not difficult to show that these conditions also apply for the Gallager A/B algorithm. A similar characterization of fixed sets for the Gallager A/B algorithm is also given in [52].

The harmfulness of a fixed set is determined by its critical number. A fixed set is more harmful if it has a smaller critical number. The critical number of a fixed set is defined as follows.

\textbf{Definition 4 (}[29]\textbf{):} The critical number of a fixed set is the minimal number of variable nodes that have to be initially in error for the decoder to end up in the fixed set.

Determining the smallest critical number of fixed sets present in a code or in general determining the weight of the smallest uncorrectable error patterns is a key step for estimating the FER performance of the code in the error floor region. The problem of estimating the error floor of LDPC codes under hard-decision decoding on the BSC was considered in [29], [52], [53].

\subsection{C. Trapping Sets on the AWGNC}

Compared to the BSC, the understanding of trapping sets on the AWGNC is much less completed. Very often, the analysis of decoding failures of decoding algorithms on the AWGNC

Although it has been rigorously proven only for the Gallager A/B algorithm and the bit flipping algorithms that fixed sets are trapping sets, it has been widely recognized in the literature that the subgraphs of these combinatorial objects greatly
These authors also defined fully absorbing sets, which are combinatorially identical to fixed sets. By hardware emulation, they [30], the notion of absorbing sets was defined. These are sets of variable nodes which satisfy condition (a) of Theorem 1. decoding algorithms on the BSC, of which fixed sets form a subset, or larger subgraphs containing these trapping sets. In [48], does not generate 1 trapping set (or any set of variable nodes) is a bipartite graph. We use a graphical representation based on the incidence structure of lines and points. In combinatorial mathematics, an incidence structure is a triple $(\mathcal{P}, \mathcal{L}, \mathcal{I})$ where $\mathcal{P}$ is a set of “points”, $\mathcal{L}$ is a set of “lines” and $\mathcal{I} \subseteq \mathcal{P} \times \mathcal{L}$ is the incidence relation. The elements of $\mathcal{I}$ are called flags. If $(p, l) \in \mathcal{I}$, we say that point $p$ "lies on" line $l$. In this line-point representation of trapping sets, variable nodes correspond to lines and check nodes correspond to points. A point, represented as a circle, is shaded black if it has an odd number of lines passing through it, otherwise it is shaded white. An $(a, b)$ trapping set is thus an incidence structure with $a$ lines and $b$ black shaded points. The girth of the line-point representation equals the girth of the associated Tanner graph representation. To differentiate among $(a, b)$ trapping sets that have non-isomorphic induced subgraphs when necessary, we index $(a, b)$ trapping sets in an arbitrary order and assign the notation $(a, b)\{i\}$ to the $(a, b)$ trapping set with index $i$.

Depending on the context, a trapping set can be understood as a set of variable nodes in a given code with a specified induced subgraph or it can be understood as a specific subgraph independent of a code. To differentiate between these two cases, we use the letter $T$ to denote a set of variable nodes in a code and use the letter $T$ to denote a type of trapping set which corresponds to a specific subgraph. If the induced subgraph of a set of variable nodes $T$ in the Tanner graph of a code $C$ is isomorphic to the subgraph of $T$ then we say that $T$ is a $T$ trapping set or that $T$ is a trapping set of type $T$. $C$ is said to contain type $T$ trapping set(s).

Example 1: The $(5, 3)\{1\}$ trapping set $T_1$ is a union of a six-cycle and an eight-cycle, sharing two variable nodes. The set of odd-degree check nodes is $\{c_7, c_8, c_9\}$. In the line-point representation of $T_1$ which is shown in Fig. 3(b), $c_7, c_8$ and $c_9$ are represented by black shaded points. These points are the only points that lie on a single line. The five variable nodes $v_1, v_2, \ldots, v_5$ are represented by black shaded circles in Fig. 3(a). They correspond to the five lines in Fig. 3(b).

B. Topological relation

The following definition gives the topological relations among trapping sets.

Definition 6: A trapping set $T_2$ is a successor of a trapping set $T_1$ if there exists a proper subset of variable nodes of $T_2$ that induce a subgraph isomorphic to the induced subgraph of $T_1$. If $T_2$ is a successor of $T_1$ then $T_1$ is a predecessor of $T_2$. Furthermore, $T_2$ is a direct successor of $T_1$ if it does not have a predecessor $T_3$ which is a successor of $T_1$.

Remark: A trapping set $T$ can have multiple, incomparable predecessors.

If $T_2$ is a successor of $T_1$, then the topological relation between $T_1$ and $T_2$ is solely dictated by the topological properties of their subgraphs. In the Tanner graph of a code $C$, the presence of a trapping set $T_1$ does not indicate the presence of a trapping set $T_2$. If $T_1$ is indeed a subset of a trapping set $T_2$ in the Tanner graph of $C$, then we say that $T_1$ generates $T_2$, otherwise we say that $T_1$ does not generate $T_2$. 

Fig. 3. Graphical representation of the $(5, 3)\{2\}$ trapping set: (a) Tanner graph representation, (b) Line-point representation.
C. Evolution of trapping sets

We now explain how larger trapping sets can be obtained by adjoining variable nodes to smaller trapping sets. We begin with the simplest example: the evolution of \((5, b)\) trapping sets from the \((4, 4)\) trapping set.

**Example 2:** The line-point representation of a \((5, b)\) trapping set may be obtained by adding one additional line to the line-point representation of the \((4, 4)\) trapping set. The new line must pass through exactly three points to conform with the given variable node degree. The process of adding a new line can be considered as the merging of at least one point on the new line with certain points in the line-point representation of the \((4, 4)\) trapping set. We use \(\oplus\) to denote the points on the line that are to be merged with points in the line-point representation of the predecessor trapping set. If a black shaded point is merged with a \(\oplus\) point then they become a single white shaded point. Similarly, if a white shaded point is merged with a \(\oplus\) point then the result is a single black shaded point. Before merging points, one must decide on: (i) the number of the \(\oplus\) points on the new line and (ii) which points on the line-point representation of the predecessor trapping set are to be merged with the \(\oplus\) points.

Because the merging must ensure that every line passes through at least two white shaded points, there must be at least two \(\oplus\) points on the line to be merged, i.e., there can be two or three \(\oplus\) points. It is easy to see that if the girth is at least six then white points cannot be selected. Consequently, if there are two \(\oplus\) points then there are two distinct ways to select two black shaded points. The merging, which is demonstrated in Fig. 4(a) and (b), results in two different \((5,3)\) trapping sets. On the other hand, if there are three \(\oplus\) points then there is only one distinct way to select three black shaded points. The merging, which is demonstrated in Fig. 4(c), results in the \((5,1)\) trapping set. We remark that the line-point representation of the \((5,1)\) trapping set may also be obtained by adding a line to the line-point representation of the \((4,2)\) trapping set, as demonstrated in Fig. 4(d). Note that the \((4,2)\) trapping set is neither a successor nor a predecessor of the \((4,4)\) trapping set.
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With the evolution of the \((5,3)\)\{2\} trapping set from the \((4,4)\) trapping set presented above, we show the family tree of \((a, b)\) trapping sets originating from the \((5,3)\)\{2\} trapping set with \(a \leq 8\) and \(b > 0\) in Fig. 5.

Fig. 6 illustrates a hierarchical relationship among trapping sets originating from the \((4,4)\) trapping set. For simplicity, we assume that codes have girth \(g = 8\) in all examples.

The web page [55] contains a complete description of trapping sets for column weight three codes up to eight variable nodes, including their topological structure and parent-child relationships. As an example, Table I shows the number of topologically different \((a, b)\) trapping set for different girths, \(g\).

D. FER Estimation

Chilappagari et al. [29] gave a method for FER estimation which consists of the following three main steps.

1) Identifying the relevant classes of trapping sets
2) Calculating the number of trapping sets of each class
3) Calculating the contribution of each class of trapping set

In the case of column weight three codes and Gallager A algorithm, the class of relevant trapping sets can be obtained by the analysis of messages passed inside and outside a graph. The number of different trapping sets can be enumerated using
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Fig. 5. The \((5,3)\)\{1\} trapping set and its successors of size less than or equal to 8 in girth-8 LDPC codes.
Fig. 6. Hierarchy of trapping sets of interest originating from the (4, 4) trapping set for regular column-weight-three codes of girth 8.

TABLE I
NUMBER OF TRAPPING SETS

<table>
<thead>
<tr>
<th>(a, b) TS</th>
<th>#TS</th>
<th>g = 6</th>
<th>g = 8</th>
<th>g = 10</th>
<th>g = 12</th>
<th>g = 14</th>
<th>g = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3,3)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4,4)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4,2)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4,0)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,5)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,3)</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,1)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,6)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,4)</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,2)</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,0)</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7,7)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7,5)</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7,3)</td>
<td>10</td>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7,1)</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8,8)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8,6)</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8,4)</td>
<td>25</td>
<td>15</td>
<td>9</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8,2)</td>
<td>19</td>
<td>14</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8,0)</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

their topological relations. The work by Nguyen et al. [56] gives a detailed procedure for this. The contribution of a class of trapping sets \( \mathcal{X} \), \( \Pr\{\mathcal{X}\} \), to the FER is calculated by:

\[
\Pr\{\mathcal{X}\} = \sum_{r=m}^{M} \Pr\{\mathcal{X} \mid r\text{-errors}\} \Pr\{r\text{-errors}\} \tag{2}
\]

\[
\Pr\{\mathcal{X} \mid r\text{-errors}\} = \frac{|\mathcal{X}| \binom{r}{m}}{\binom{n}{m}} \tag{3}
\]

\[
\Pr\{r\text{ errors}\} = \binom{n}{r} \alpha^r (1 - \alpha)^{n-r} \tag{4}
\]
Pr\{X|r\}-errors\} is the probability that the decoder ends in a trapping set of the class \(X\), given that the channel introduced \(r\) errors. We assume that if \(m\) of the \(r\) errors belong to a trapping set, the decoder ends in that trapping set (the justification of this assumption is discussed in detail in Section IV). \(|X|/\binom{r}{m}\) is the probability that a given set of \(m\) variable nodes is part of a trapping set of class \(X\). Hence, \(|X|/\binom{r}{m}/\binom{n}{m}\) is the probability that \(m\) of the \(r\) errors belong to a trapping set. \(Pr\{r\}-errors\} is the probability that the channel introduced \(r\) errors and is calculated using binomial expansion as in (4).

\(M\) is the maximum number of errors which can end up in a trapping set. If more than \(M\) errors are introduced by the channel, the decoder still fails to correct these errors but in this case the decoder does not end in a trapping set. For a given \(\alpha\), the number of errors introduced by the channel will be binomially distributed with mean \(n\alpha\). Hence most of the error vectors have weights centered around \(n\alpha\). For the values of \(\alpha\) for which \(n\alpha\) is much less than \(M\), most of the error events will be due to trapping sets. For values of \(\alpha\) such that \(n\alpha\) is comparable to \(M\), the FER is worse but the contribution of trapping set errors is smaller. In other words, \(M\) determines the value of \(\alpha\) at which trapping set errors start dominating. The calculated FER approaches the real value for lower and lower values of \(\alpha\). Determining \(M\) is non-trivial, and is found by a combination of heuristics, simulations and code properties like minimum distance.

VI. COMBATING ERROR FLOORS

From the previous sections, it is clear that the error floor problem arises due to the suboptimality of iterative decoding on loopy graphs. For this reason, to alleviate the effect of error floor, it is natural to consider two approaches:

1) Find a Tanner graph on which a given decoding algorithm is least susceptible to (error floor) failures.
2) Based on error floor analysis on a given Tanner graph, adjust a given decoding algorithm/decoder to achieve better error floor performance.

In fact, for optimal performance, one should attempt to find a pair of code and decoding algorithm that yields the best performance. However, as we will discuss later, the adjustments of codes and decoding algorithms are subject to certain constraints such as code length, code rate and implementation complexity. Other directions have been explored in the literature such as using multiple Tanner graph representations of a code and postprocessing. Therefore, we divide the discussion in this section into three main parts. We first discuss methods to construct good codes, or equivalently good Tanner graphs, then we discuss methods to improve iterative decoding, and finally present some novel strategies to improve error floor performance by postprocessing.

A. Improving Error Floor Performance by Constructing Better Tanner Graphs

Constructing Better Tanner Graphs by Increasing Girth: Since belief propagation provides optimal decoding on cycle-free Tanner graphs, the most natural way to construct a good Tanner graph with cycles is to make it look more like a cycle-free one. This can be done by increasing the girth of such a graph. One can also justify increasing girth be the following facts. First, a linear increase in the girth results in an exponential increase of the lower bound on the minimum distance if the code has column weight \(d_c\geq 3\) [4]. Second, trapping sets containing shortest cycles in the Tanner graph are eliminated when the girth is increased. In addition, the following results can also be used to justify the construction of a code with large girth: the error correction capability under the bit flipping algorithm was shown to grow exponentially with the girth for codes with column weight \(d_c\geq 5\) [20]; and the lower bound on the minimum BSC pseudo-codeword weight for linear programming decoding was also shown to increase exponentially with the girth [42]. Notably, this lower bound on the minimum BSC pseudo-codeword weight of an LDPC code whose Tanner graph has girth greater than 4 was proven to be tight if and only if the minimum pseudo-codeword is a real multiple of a codeword [43]. It is worth noting here that the lower bound on the minimum stopping set size also grows exponentially with the girth for codes with column weight \(d_c\geq 3\) [23].

With numerous existing approaches to construct a Tanner graph with large girth, we can only discuss a few. The most well-known technique to construct large girth Tanner graphs is the progressive edge growth (PEG) construction, proposed by Hu et al. [57]. In the PEG construction, one starts with a set of \(n\) variable nodes and a set of \(m\) check nodes, initially unconnected. Then, edges are introduced progressively to connect variable nodes and check nodes. The edge-selection procedure is carried out in a manner such that the placement of a new edge on the graph has as small an impact on the girth as possible, i.e., it optimizes the local girths of variable nodes. The fundamental idea of the PEG construction is to find the most distant check node and then to place a new edge connecting the variable node and this most distant check node [57]. The PEG algorithm is simple and flexible in the sense that it can be used to construct codes of any given length, rate and degree sequence. Several improved versions of the PEG algorithms have been proposed [58], [59]. Most notably, a new metric, called extrinsic message degree (EMD) was introduced in [58] to measure cycle connectivity in bipartite graphs of LDPC codes. This metric enables treating short cycles differently based on their harmfulness. In particular, while the PEG construction only optimizes local girths, the PEG construction with EMD allows some short cycles with good graph connectivity, while eliminates longer cycles with poor graph connectivity. This technique lowers the error floors of irregular LDPC codes significantly, while only slightly degrading the waterfall-region performance [58].

One drawback of the PEG construction is that it only gives random LDPC codes, which are not suitable for practical applications due to implementation complexity. Nevertheless, the Tanner graph of a structured LDPC codes can also be
constructed progressively to achieve high girth as shown in [60]. The difference between progressively building a Tanner graph of a structured code and a random code is that in the former, a set of edges are added at a time. In [60], a line-point representation of a Tanner graph is used, the code construction involves progressively adding blocks of parallel lines while maintaining desired girth. Of course, this comes with certain limitations on the code length, the degree sequence and possibly the code rate.

It is necessary to mention another line of approaches to construct high girth structured LDPC codes [61]–[65]. The common goal of these approaches is to derive constraints on the algebraic description of the parity-check matrix so that the girth of the corresponding Tanner graph is greater than a certain minimum value.

Although increasing girth is a valid approach to construct better Tanner graphs, this method is subject to strict constraints. For a given column weight \(d_v\), increasing the girth of a Tanner graph requires either increasing the number of variable nodes, thus requiring a longer code, or decreasing the row weight \(d_c\) and increasing the number of check nodes, which lowers the code rate. In most cases, at a desirable length and code rate, the girth cannot be made large enough for the Tanner graph to be free of the most harmful trapping sets that mainly contribute to decoding failures in the error floor region. These trapping sets dictate the size of the smallest error patterns uncorrectable by the decoder and hence also dictate the slope of the frame error rate (FER) curve [51]. To preserve the rate while lowering the error floor, a code must be optimized not by simply increasing the girth but rather by more surgically avoiding the most harmful trapping sets. In the next subsection, we discuss such an approach.

### Constructing Better Tanner Graphs by Avoiding Trapping Sets:

A key element in the construction of a code free of trapping sets is the choice of forbidden subgraphs in the Tanner graph, since this choice greatly affects the error performance as well as the code rate. We give details on how to select such subgraphs at a later point. Once the set of forbidding subgraphs is determined, the remaining task is to construct a Tanner graph free of these subgraphs. In general, there are two approaches to construct such a Tanner graph.

In the first approach, which is only applicable for structured codes, a subgraph is described by a system of linear equations. Recall that the parity-check matrix \(H\) of a structured code usually corresponds to a matrix over an algebraic structure, say \(\mathcal{W}\). Elements of \(\mathcal{W}\) are particular values of variables of the systems of equations that describe a subgraph. The Tanner graph corresponding to \(\mathcal{W}\) contains the given subgraph if and only if elements of \(\mathcal{W}\) form a proper solution of at least one of these linear systems of equations. For array LDPC codes, equations governing cycles and several small subgraphs have been derived in [61] and [30]. However, the problem of finding \(\mathcal{W}\) such that its elements do not form a proper solution of any of these systems of equations is notoriously difficult. In a recent work [66], LDPC codes free of some absorbing sets were analytically constructed. However, that work only considers a class of regular LDPC codes known as separable, circulant based codes and a limited number of small absorbing sets.

The second approach is similar to the PEG algorithm in the sense that a Tanner graph is constructed progressively. However, unlike the PEG algorithm which constructs a Tanner graph with a given set of parameters, in the progressive construction of Tanner graphs free of trapping sets, the length is usually not pre-specified. The construction is based on a check and select-or-disregard procedure. For example, in the progressive construction of structured regular LDPC codes described in [56], the Tanner graph of the code is built in \(\rho\) stages, where \(\rho\) is the row weight of \(\mathcal{H}\). \(\rho\) is not pre-specified, and a code is constructed with the goal of making the rate as high as possible. At each stage, a set of new variable nodes are introduced that are initially not connected to the check nodes of the Tanner graph. Blocks of edges are then added to connect the new variable nodes and the check nodes. After a block of edges is tentatively added, the Tanner graph is checked to see if it contains any undesired trapping set. If it does, then that block of edges is removed and replaced by a different block. The algorithm proceeds until no block of edges can be added without introducing undesired trapping sets to the Tanner graph.

When constructing a Tanner graph by progressively adding variable nodes, the under-constructing Tanner graph is checked to see if it contains certain trapping sets. This can only be done by exhaustively search for trapping sets. It is well-known that the problem of searching for trapping set is NP hard [31], [67]. Previous work on this problem includes exhaustive [46], [68] and non-exhaustive approaches [34], [69]. Exhaustive approaches usually come with high complexity. While non-exhaustive approaches require much lower complexity, they are not suitable for the purpose of constructing codes. In section V, we describe a database of trapping sets (the TSO) for column-weight-three LDPC codes under the Gallager A/B algorithm. We shall now briefly describe a method to search for these trapping sets. An efficient search of the Tanner graph for these trapping sets relies on the topological relations defined in the TSO and/or carefully analyzing their induced subgraphs. Trapping sets are searched for in a way similar to how they have evolved in the TSO. It is easy to show that the induced subgraph of every trapping set contains at least a cycle. Therefore, the search for trapping sets begins with enumerating cycles. Also recall that a cycle with a variable nodes is an \((a, a)\) trapping set. After the cycles have been enumerated, they will be used in the search for larger trapping sets. A larger trapping set can be found in a Tanner graph by expanding a smaller trapping set. More precisely, given a trapping set \(T_1\) of type \(T_1\) in the Tanner graph of a code \(C\), our techniques search for a set of variable nodes such that the union of this set with \(T_1\) forms a trapping set \(T_2\) of type \(T_2\), where \(T_2\) is a successor of \(T_1\). This techniques are sufficient to efficiently search for a large number of trapping sets in the TSO.

Let us now give a general rationale for deciding which trapping sets should be forbidden in the Tanner graph of a code. To facilitate the discussion, we assume that the forbidden trapping sets are drawn from the TSO. It is clear that if a predecessor...
trapping set is not present in a Tanner graph, then neither are its successors. Since the size of a predecessor trapping set is always smaller than the size of its successors, a code should be constructed so that it contains as few small predecessor trapping sets as possible. However, forbidding smaller trapping sets usually imposes stricter constraints on the Tanner graph, resulting in a large rate penalty. This trade-off between the rate and the choice of forbidden trapping sets is also a trade-off between the rate and the error floor performance. While an explicit formulation of this trade-off is difficult, a good choice of forbidden trapping sets requires the analysis of decoder failures to reveal the relative harmfulness of trapping sets. It has been pointed out that for the BSC, the slope of the FER curve in the error floor region depends on the size of the smallest error patterns uncorrectable by the decoder [51]. We therefore introduce the notion of the relative harmfulness of trapping sets in a general setting as follows.

Relative Harmfulness: Assume that under a given decoding algorithm, a code is capable of correcting any error pattern of weight \( \vartheta \) but fails to correct some error patterns of weight \( \vartheta + 1 \). If the failures of the decoders on error patterns of weight \( \vartheta + 1 \) are due to the presence of \((a_1, b_1)\) trapping sets of type \( T_1 \), then \( T_1 \) is the most harmful trapping set. Let us now assume that a code is constructed so that it does not contain \( T_1 \) trapping sets and is capable of correcting any error pattern of weight \( \vartheta + 1 \). If the presence of \((a_2, b_2)\) trapping sets of type \( T_2 \) leads to decoding failure on some error patterns of weight \( \vartheta + 2 \), then \( T_2 \) is the second most harmful trapping set. The relative harmfulness of other trapping sets are determined in this manner.

Remarks: According to the above discussion, a smaller trapping set might not necessarily be more harmful than a larger one. Besides, for two trapping sets with the same number of variable nodes but with different number of odd degree check nodes, the one with the smaller number of odd degree check nodes might not necessarily be more harmful.

Example 3: Let us consider a regular column-weight-three LDPC code of girth 8 on the BSC and assume the Gallager A/B decoding algorithm. Since such a code can correct any error pattern of weight two, we want to find subgraphs whose presence leads to decoding failure on some error pattern of weight three. Since a code cannot correct all weight-three errors if its Tanner graph either contains \( (5, 3) \{2\} \) trapping sets or contains \( (8, 0) \{1\} \) trapping sets, the most harmful trapping sets are the \( (5, 3) \{2\} \) trapping set and the \( (8, 0) \{1\} \) trapping set.

To further explain the importance of the notion of relative harmfulness, let us slightly detour from our discussion and revisit the notion of trapping sets as sets of variable nodes that are not eventually correct. To avoid confusion, we refer to them as erroneous sets. It is indeed possible, in some cases, to identify some small erroneous sets in a code by simulation, assuming the availability of a fast software/hardware emulator. Unfortunately, erroneous sets identified in this manner generally have little significance for code construction. This is because the dynamics of an iterative decoder (except the Gallager A/B decoder on the BSC) is usually very complex and the mechanism by which the decoder fails into an erroneous sets is difficult to analyze and is not well understood. Usually, the subgraphs induced by the sets of non-eventually correct variable nodes are not the most harmful ones. Although avoiding subgraphs induced by sets of non-eventually correct variable nodes might lead to a lower error floor, the code rate may be excessively reduced. A better solution is to increase the slope of the FER curve with the fewest possible constraints on the Tanner graph. This can only be done by avoiding the most harmful trapping sets.

For the Gallager A/B algorithm on the BSC, the relative harmfulness of a trapping set is determined by its critical number. Hence, there have been several works in the literature in which the critical numbers of trapping sets are determined and codes are constructed so that the most harmful trapping sets are eliminated. Examples of these works include [29], [51], [70], [71]. Nevertheless, determining the relative harmfulness of trapping sets for other algorithms in general is a difficult problem. The original concept of harmfulness of a trapping set can be found in early works on LDPC codes as well as importance sampling methods to analyze error floors. MacKay and Postol [27] were the first to discover that certain “near codewords” are to be blamed for the high error floor in the Margulis code on the AWGNC. Richardson [7] reproduced their results and developed a computation technique to predict the performance of a given LDPC code in the error floor domain. He characterized the troublesome noise configurations leading to the error floor using trapping sets and described a technique (of Monte-Carlo importance sampling type) to evaluate the error rate associated with a particular class of trapping sets. Cole et al. [33] further developed the importance sampling based method to analyze error floors of moderate-length LDPC codes, while instantons were used to predict error floors [72]–[74].

We end the discussion on code construction techniques by giving the following examples.

Example 4: Consider the \((155, 64)\) Tanner code [75]. This code is a \((3, 5)\)-regular LDPC code. Its Tanner graph contains \( (5, 3) \{2\} \) trapping sets. Since the critical number of \( (5, 3) \{2\} \) trapping sets is three, the code cannot correct three errors under the Gallager A/B algorithm on the BSC. We used the construction technique described above to construct a different code with the same length, column weight and row weight. Let \( C_1 \) denote this code. It is a \((155, 64)\) LDPC code with girth \( g = 8 \) and minimum distance \( d_{\text{min}} = 12 \). The Tanner graph of \( C_1 \) contains no \( (5, 3) \{2\} \) trapping sets. Therefore, \( C_1 \) is capable of correcting any three-error pattern under the Gallager A/B algorithm on the BSC. The FER performance of \( C_1 \) under the Gallager A/B algorithm for a maximum of 100 iterations is shown in Fig. 7. The FER performance of the Tanner code is also shown for comparison.

Example 5: Fig. 8 shows the FER performance of a \((3150, 2520)\) regular QC LDPC code constructed using array masking as proposed in [76] in comparison with another code, denoted as \( C_5 \). The Tanner graph of \( C_5 \) has girth \( g = 8 \) and does not contain \( (5, 3) \{2\} \) and \( (8, 2) \) trapping sets. It can be seen that by avoiding certain trapping sets in the Tanner graph of \( C_5 \), we can achieve a significant lower error floor.
Fig. 7. Frame error rate performance of the Tanner code and code $C_1$ under the Gallager A/B algorithm on the BSC with maximum of 100 iterations.

Fig. 8. Frame error rate performance of codes in Example ?? under the SPA on the AWGNC.

B. Improving Error Floor Performance by Designing Better Decoders

While the afore-mentioned code construction techniques have successfully produced codes with lowered error floors, their central idea of avoiding loopy structures during construction becomes very difficult to maintain when the code rate is relatively high as graphs become denser. A natural approach to further improve the error performance in the error floor region is to design a better decoder. Designing better decoder is especially important in applications for which constructing better codes are not possible. The problem of designing better decoders is even more relevant given the fact that negative effects of finite precision introduced when decoders are realized in hardware can further deteriorate the error-rate performance.

A glimpse at the iterative decoders developed so far reveals a wide range of decoders of varying complexity. The simple binary message passing algorithms such as the Gallager A/B algorithms occupy one end of the spectrum, while the BP lies at the other end of the spectrum. The gamut of decoders filling the intermediate space can simply be understood as the implementation of the BP (and variants) at different levels of precision.

Finite Precision of Messages, Quantized Belief Propagation and Low-Complexity Modifications: Early works on the design of quantized BP decoders include the Gallager-E and other quantized decoders proposed by Richardson and Urbanke [47], and reduced-complexity BP decoders such as the normalized min-sum and offset min-sum decoders proposed by Chen et al. [77] and by Fossorier et al. [78]. More recent works include the quantized BP decoders proposed by Lee and Thorpe [79], and also
by Kurkosi and Yagi [80]. In all of the aforementioned works, the quantization schemes are designed based on optimizing for the best decoding threshold on a given code using the asymptotic technique of density evolution (DE). Another important point to note in the context of this dissertation, is that these decoders were all designed with the primary goal of approaching the performance of the floating-point BP algorithm, as a performance loss is typically associated with quantization of messages. Since asymptotic methods are inapplicable to finite length codes, these decoders designed for the best DE thresholds do not guarantee a good performance on a finite length code especially in the high SNR region.

There have also been several works that have addressed the error floor problem from a decoding perspective by proposing modifications to the BP decoding algorithm. Some of the notable works include augmented BP by Varnica et al. [81], multiple-bases BP by Henn et al. [82], informed dynamic scheduling by Casado et al. [83], multi-stage decoding by Wang et al. [84], averaged decoding by Laendner and Milenkovic [85], and use of post-processing to lower the error floors by Han and Ryan [86] and also by Zhang et al. [87]. While all these schemes certainly provided performance enhancements in the error floor, all of them require either a considerable increase in decoding complexity due to the modifications and post-processing or are restricted to a particular code whose structure is well-known. In addition, they do not take finite precision into account and this can drastically affect the performance gains when implemented in hardware due to possible numerical precision issues.

The fact that message quantization can further contribute to the error floor phenomenon was first observed by Richardson [7], and later Zhang et al. [88] also studied the effects of quantization on the error floor behavior of hardware-implemented BP over the AWGNC. More recently, Butler and Siegel [89] showed that the error floor on the AWGNC was greatly affected by the numerical saturations arising from the quantization of the messages, and the error floor performance improved when there was limited or no saturation in the messages.

Therefore, addressing the error floor problem while also taking finite-precision into account in the decoder design is critically important especially with emerging applications in communication and data storage systems now requiring very low error-rates, faster processing speeds, lower memory usage, and reduced chip area. In this regard, there are some relevant works worth mentioning. Zhao et al. in [90] proposed several modifications to the offset min-sum decoder while taking quantization into account. Their proposed quantization schemes enabled their offset-min sum decoder to approach performance of floating-point BP algorithm on the Additive White Gaussian Noise channel (AWGNC) with six bits of quantization with possible improvement in the error floor. Most notable work is a self-correcting min-sum by Savin [91] which modifies the variable node update rule to disregard unreliable messages. Zhang et al. in [88] also studied the effects of quantization on the error floors of BP over the AWGNC, and designed schemes that led to substantial error floor reductions when six bits of quantization were used. More recently, Zhang and Siegel [92], [93] proposed a quasi-uniform quantization scheme for various BP-based decoders over the BSC as well as the AWGNC. On the BSC, they were able match the performance of different types of floating-point min-sum decoders with 4 bits of quantization, while they required at least 6 bits of quantization to match the performance of floating-point BP.

**Decoding Beyond Belief Propagation**: Most of the above-mentioned approaches share a common goal, that is, approach the performance of BP decoding. A drawback of approaching BP performance lies in the fact that BP decoding itself is pruned to error floor failure. In [94], Planjery et al. proposed a radically different approach. Unlike previous approaches, Planjery’s work is mainly concerned with the development of novel finite precision iterative decoding algorithms with performance “beyond belief propagation”. The main goals of designing beyond belief propagation decoders are: 1) to surpass the error floor performance of conventional floating-point BP decoder at much lower complexity while taking finite precision into account, and 2) to enhance the guaranteed correction ability of a code and reduce the performance gap between iterative decoding and ML decoding in the error floor. The result of Planjery’s et al work is a class of decoding algorithms named finite alphabet iterative decoders (FAIDs). The key features that clearly distinguish FAIDs from all other previously mentioned works on finite precision iterative decoders are: 1) the messages are not quantized values of log-likelihoods or probabilities, and 2) the variable node update functions are simple well-defined maps rather than approximations of the update functions used in BP. The maps for variable node update in FAIDs are designed with the goal of increasing the guaranteed error-correction capability by using the knowledge of potentially harmful subgraphs that could be present in any given code, thereby improving the slope of the error floor on the BSC [95]. Since the variable nodes in the proposed decoders are now equipped to deal with potentially harmful neighborhoods, which is in contrast to BP which treats the loopy Tanner graph as a tree, the proposed decoders are capable of surpassing the floating-point BP in the error floor. As impressively as it can be, there exist 3-bit precision FAIDs capable of surpassing BP in the error floor.

Planjery et al. [96] proposed a technique called decimation which is incorporated into the message update rule and involves fixing certain bits of the code to a particular value. By judiciously choosing the rule, decimation significantly reduces the number of iterations required to correct a fixed number of errors, while maintaining the good performance of the original decoder in the error floor region. The adaptive version of this technique is shown to further improve the guaranteed error correction [96]. Nguyen and Vasić [97] introduced a new class of bit flipping algorithms over the binary symmetric channel which employ one additional bit at a variable node to represent its strength. This additional bit increase in the guaranteed error correction capability. Remarkably, this algorithm permits enumeration of its trapping sets by a recursive procedure.
Approaching ML Performance via Iterative Decoding: A natural question that arises in the context of iterative message passing algorithms is the following: how far are these sub-optimal algorithms from ML decoding? A closely related question is that how close can they be made to the ML decoder? These questions have opened up a plethora of interesting problems and led to some very interesting results.

Not surprisingly, decoding on the BEC provides the starting point and the most optimistic results. The size of the smallest stopping set in the Tanner graph of a code $C$ is generally referred to as the stopping distance of the code. The stopping distance for decoding on the BEC can be thought of as analogous to the minimum distance $d(C)$ for ML decoding. It is however worth noting that while the minimum distance is a property of the code, the stopping distance is a property of the specific Tanner graph or the parity-check matrix $H$ chosen for decoding and is therefore denoted by $s(H)$. The parity-check matrix of a linear block code generally has $n-k$ rows, where $k$ is the dimension of the code. In [98] and [99], it was observed that adding linearly dependant rows to $H$ can increase the stopping distance of the code. Schwartz and Vardy [100] introduced and studied the notion of stopping redundancy of a code. The redundancy of a code is defined as the minimum number of rows in a parity-check matrix of the code. The stopping redundancy of a code is defined as the minimum number of rows in a parity-check matrix such that the stopping distance is equal to the minimum distance of the code. Schwartz and Vardy [100] showed that it is always possible to find a parity-check matrix $H$ such that $s(H) = d(C)$ and presented bounds on the stopping redundancy for some families of codes. Han and Siegel improved the bounds on the stopping redundancy.

Decoding on redundant Tanner graphs has also been studied in the context of other channels, especially for classical linear block codes that are generally characterized by high density parity check (HDPC) matrices. Kothiyal et al. [101] studied a scheme known as adaptive belief propagation (ABP) which chooses new parity check sets based on soft information reliability. Jiang and Narayanan [102] introduced stochastic shifting based iterative decoding (SSID) algorithm for cyclic codes that makes use of the permutation groups. Halford and Chugg [103] proposed random redundant decoding (RRD) that is applicable to arbitrary linear block codes. Dimnik and Beery [104] further improved the RRD for HDPC codes. Knudsen et al. [105] described a simple graph operation known as edge local computation that improves the performance of the sum product algorithm. A different approach has been studied by Hehn, et al. [106] who investigated a method of decoding that operates in parallel on a collection of parity-check matrices. The approach, known as multiple-bases belief propagation (MBBP), performs joint output processing on a set of decoder representations to estimate the transmitted codeword. The multiple bases approach was also investigated by Jin and Fossorier [107].

Another avenue of improving performance of iterative decoders is using different decoders in parallel or in serial. It has been shown [108] that this is more efficient than using redundant rows of the parity check matrix or using redundant parity check matrices. In [108], Declercq et al. further increased the guaranteed error correction capability from what is achievable by a FAID. The proposed scheme uses a plurality of FAIDs on column-weight-three LDPC codes which collectively correct more errors than a single FAID. The collection of FAIDs is chosen to ensure that individual decoders correct different error patterns (called decoder diversity). The idea of using different decoders was proposed in the context of bit-fipping in [97]. It was shown in [97] that decoders that employ a properly selected group of the algorithms with different update rules, operating in parallel offer high speed and low error floor decoding.

Analogous to stopping distance for decoding on the erasure channel is the notion of minimum pseudoweight for the AWGNC and BSC (see [24] and [109]). Zambragel, Skacheck and Flanagan [110] studied the pseudoredundancy of binary linear codes for the BSC and AWGNC building over the preliminary work of Kelley and Sridhara [42]. They proved that for most of the codes there is no parity-check matrix such that the minimum pseudoweight is equal to the minimum distance. A related notion of trapping redundancy along with several bounds were investigated by Laendner et al. in [111]. Kashyap [112] studied a class of codes known as geometrically perfect codes and investigated similar problems. Smarandache et al. [113] studied the pseudoweight spectrum gap for binary linear codes.

VII. Connections

The maximum likelihood (ML) decoding of the code $C$ allows a convenient LP formulation in terms of the codeword polytope $\text{poly}(C)$ [39] whose vertices correspond to the codewords in $C$. The ML-LP decoder finds $f = (f_1, \ldots, f_n)$ minimizing the cost function $\sum_{i=1}^{n} \gamma_i f_i$, subject to the $f \in \text{poly}(C)$ constraint. The formulation is compact but impractical as the number of constraints is exponential in the code length.

Hence a relaxed polytope is defined as the intersection of all the polytopes associated with the local codes introduced for all the checks of the original code. Associating $(f_1, \ldots, f_n)$ with bits of the code we require

$$0 \leq f_i \leq 1, \quad \forall i \in V$$

For every check node $\alpha$, let $N(\alpha)$ denote the set of variable nodes which are neighbors of $\alpha$. Let $E_\alpha = \{ T \subseteq N(\alpha) : |T| \text{ is even} \}$. The polytope $Q_\alpha$ associated with the check node $\alpha$ is defined as the set of points $(f, w)$ for which the following
The minimum pseudo-codeword weight of $G$ to as the fundamental polytope [40], [114], is a function of the Tanner graph $C$ given by

$$f_i = \sum_{T \in E, T \ni i} w_{\alpha,T}, \quad \forall i \in N(\alpha)$$

Now, let $Q = \cap_\alpha Q_\alpha$ be the set of points $(f, w)$ such that (5)-(8) hold for all $\alpha \in C$. (Note that $Q$, which is also referred to as the fundamental polytope of the parity-check matrix $H$ representing the code $C$.) The Linear Code Linear Program (LCLP) can be stated as

$$\min_{(f, w)} \sum_{i \in V} \gamma_i f_i, \text{ s.t. } (f, w) \in Q.$$ 

For the sake of brevity, the decoder based on the LCLP is referred to in the following as the LP decoder. A solution $(f, w)$ to the LCLP such that all $f_i$s and $w_{\alpha,T}$s are integers is known as an integer solution. The integer solution represents a codeword [39]. It was also shown in [39] that the LP decoder has the ML certificate, i.e., if the output of the decoder is a codeword, then the ML decoder would decode into the same codeword. The LCLP can fail, generating an output which is not a codeword.

It is appropriate to mention here that the LCLP can be viewed as the zero temperature version of BP-decoder looking for the global minimum of the so-called Bethe free energy functional [115].

The assumption of the transmission of the all-zero-codeword also holds for the LP decoding of linear codes on output symmetric channels, as the polytope $Q$ is highly symmetric and looks exactly the same from any codeword (see [39] for proof).

If an instanton of a channel/decoder is known, the respective pseudo-codeword can be easily found, and conversely if a pseudo-codeword is given (i.e. we know for sure that there exists a configuration of the noise which is sandwiched in between the pseudo-codeword and the zero-codeword) the respective instanton can be restored. In fact, this inversion is in the core of the pseudo-codeword/instanton search algorithms discussed in Section VI.

### A. Pseudo-codewords for LP Decoders

In contrast to the iterative decoders, the output of the LP decoder is well defined in terms of pseudo-codewords.

**Definition 7:** [39] An integer pseudo-codeword is a vector $p = (p_1, \ldots, p_n)$ of non-negative integers such that, for every parity check $\alpha \in C$, the neighborhood $\{p_i : i \in N(\alpha)\}$ is a sum of local codewords. The interested reader is referred to Section V in [39] for more details and examples. Alternatively, one may choose to define a re-scaled pseudo-codeword, $p = (p_1, \ldots, p_n)$ where $0 \leq p_i \leq 1, \forall i \in V$, simply equal to the output of the LCLP. In the following, we adopt the re-scaled definition. The cost associated with LP decoding of a vector $\hat{y}$ to a pseudo-codeword $p$ is given by

$$C(\hat{y}, p) = \sum_{i \in V} \gamma_i p_i.$$ 

For an input $\hat{y}$, the LP decoder outputs the pseudo-codeword $p$ with minimum $C(\hat{y}, p)$. Since the cost associated with LP decoding of $\hat{y}$ to the all-zero-codeword is zero, a decoder failure occurs on the input $\hat{y}$ if and only if there exists a pseudo-codeword $p$ with $C(\hat{y}, p) \leq 0$.

A given code $C$ may have different Tanner graph representations and consequently potentially different fundamental polytopes. Hence, we refer to the pseudo-codewords as corresponding to a particular Tanner graph $G$ of $C$.

**Definition 8:** [26] Let $p = (p_1, \ldots, p_n)$ be a pseudo-codeword distinct from the all-zero-codeword of the code $C$ represented by Tanner graph $G$. Then, the pseudo-codeword weight of $p$ is defined as follows:

- $w_{\text{BSC}}(p)$ for the BSC is

$$w_{\text{BSC}}(p) = \left\{ \begin{array}{ll} 2e, & \text{if } \sum_{i \in V} p_i = \left(\sum_{i \in V} p_i\right)/2; \\ 2e - 1, & \text{if } \sum_{i \in V} p_i > \left(\sum_{i \in V} p_i\right)/2. \end{array} \right.$$ 

where $e$ is the smallest number such that the sum of the $e$ largest $p_i$s is at least $\left(\sum_{i \in V} p_i\right)/2$.

- $w_{\text{AWGN}}(p)$ for the AWGNC is

$$w_{\text{AWGN}}(p) = \frac{(p_1 + p_2 + \ldots + p_n)^2}{(p_1^2 + p_2^2 + \ldots + p_n^2)}.$$ 

The minimum pseudo-codeword weight of $G$ denoted by $w_{\text{BSC/AWGN}}^{\text{min}}$ is the minimum over all the non-zero pseudo-codewords of $G$.

We now give definitions specific to the BSC.

**Definition 9:** (Median for LP decoding over the BSC) The median noise vector (or simply the median) $M(p)$ of a pseudo-codeword $p$ distinct from the all-zero-codeword is a binary vector with support $S = \{i_1, i_2, \ldots, i_e\}$, such that $p_{i_1}, \ldots, p_{i_e}$ are the $e = \lceil (w_{\text{BSC}}(p) + 1) / 2 \rceil$ largest components of $p$. 

Note that for input $\mathbf{y} = M(p)$ for some non-zero pseudo-codeword $p$, we have $C(\mathbf{y}, p) \leq 0$ and hence leads to a decoding failure (the output of the decoder, however, need not be the pseudo-codeword we start with).

**Definition 10:** (Instanton for LP decoding over the BSC) The BSC instanton $i$ is a binary vector with the following properties: (1) There exists a pseudo-codeword $p$ such that $C(i, p) \leq C(i, 0) = 0$; (2) For any binary vector $r$ such that $\text{supp}(r) \subseteq \text{supp}(i)$, there exists no pseudo-codeword with $C(r, p) \leq 0$. The size of an instanton is the cardinality of its support.

An attractive feature of LP decoding over the BSC is that any input whose support contains an instanton leads to a decoding failure (which is not the case for Gallager A decoding over the BSC) [116]. This important property is in fact used in searching for instantons.

Specifically, for LP decoding over the BSC and the Gallager algorithm, the slope of the FER curve in the error floor region is equal to the cardinality of the smallest size instanton (see [51] for a formal description).

VIII. Conclusion

The introduction of turbo codes in the mid 1990s and the subsequent rediscovery of LDPC codes shortly thereafter initiated what is now sometimes called the era of “modern coding theory. At the heart of this theory is the fact that these families of codes can be efficiently decoded by iterative message-passing and linear programming (LP) algorithms. Analytical tools such as density evolution show that suitably designed LDPC code ensembles asymptotically approach, and on some channels even achieve, the channel capacity under message passing and LP decoding.

However, the capacity-approaching property holds only in the limit of infinite codeword length, and it has been found empirically that, when applied to finite-length codes, message passing and LP decoding suffer an abrupt performance degradation, known as the error floor phenomenon, in the low-noise regime. In view of its direct implications for future deployment of LDPC codes in high-performance communication and storage systems, characterization of the error floor is arguably one of the most important open problems in coding theory today.

In contrast to the complicated dynamics of IMP decoding, LP decoding outcomes are precisely characterized in terms of pseudocodewords corresponding to the vertices of the LP constraint region, or fundamental polytope. Through the concept of graph cover decoding, which captures the local nature of iterative decoding, the fundamental polytope establishes an important connection between IMP and LP decoder performance. Recent investigations of message passing and LP decoder failure in the error floor region have demonstrated the role played by the local nature of the decoding algorithms and the presence of certain substructures, generically referred to as trapping sets, in the underlying graphical representation of the code. For the BEC, decoding failure can be completely characterized in terms of the subgraphs defined by stopping sets. For the BSC and AWGNC, however, the picture is far from complete, and their remains a need for general design methodologies for the construction of codes and IMP and LP decoders with guaranteed error floor performance. The proposed research addresses these needs.

Recent investigations of message passing and LP decoder failure in the error floor region have demonstrated the role played by the local nature of the decoding algorithms and the presence of certain substructures, generically referred to as trapping sets, in the underlying graphical representation of the code. In contrast to the complicated dynamics of IMP decoding, LP decoding outcomes are precisely characterized in terms of pseudocodewords corresponding to the vertices of the LP constraint region, or fundamental polytope. Through the concept of graph cover decoding, which captures the local nature of iterative decoding, the fundamental polytope establishes an important connection between IMP and LP decoder performance.

While decoding failures on the BEC can be completely characterized in terms of the subgraphs defined by stopping sets, for the BSC and AWGNC the picture is far from complete, and their remains a need for general design methodologies for the construction of codes and message passing and LP decoders with guaranteed error floor performance.

We presented a study of graph substructures and corresponding error patterns involved in decoding failures on various channel under different iterative message passing and LP decoding algorithms. The intriguing structural dependence among these subgraphs suggests a comprehensive framework for studying the error floor performance of LDPC codes, as well as for designing codes with guaranteed error floor performance, not only on the BSC, but also on the AWGNC and other channels.

The problem treated in this chapter is one of the major challenges in modern coding theory. It require using novel topological perspective to advance our fundamental understanding of the relationship between graphical code representations and the performance of iterative decoding algorithms on several core channel models. In particular, it can serve as a foundation for elucidating the relationship between IMP and LP decoding, and lead to the design of LDPC codes with a superior performance in the error floor region.
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