Abstract—A localized privacy protection notion: local information privacy (LIP) is studied in this paper. As a context-aware notion that considers prior knowledge, the LIP notion is shown to provide increased utility than local differential privacy (LDP). Within the scope of LIP, we further consider scenarios with uncertainty on the prior knowledge, i.e., the prior is bounded within a certain range or the prior is arbitrary. The former case is defined as bounded-prior LIP (BP-LIP), and the latter as worst-case LIP (WC-LIP).

The contributions of this paper are three-fold: We first provide theoretical results which show the connections of these new definitions with LDP; Secondly, we present an optimization framework for privacy-preserving data collection, with the goal of minimizing the expected squared error while satisfying BP-LIP and WC-LIP privacy constraints. Utility-privacy tradeoffs are obtained in closed-form. At last, we validate our conclusions by numerical analysis and real-world data simulation. Our results show that the notion of bounded-prior LIP can achieve better utility-privacy tradeoff compared to context free notion of LDP.

I. INTRODUCTION

Privacy-preserving data collection methods have various real-world applications, such as data analytics [1], frequency estimation [2], and itemset mining [3]. In the data privacy research community, differential privacy (DP) [4] has been accepted as the de facto standard as it provides a rigorous privacy guarantee which is measured explicitly by the privacy budget $\epsilon$. There are two widely studied notions of DP: centralized DP, which relies on a trusted server that manipulates the perturbation and gives noisy output for certain queries; and local DP (LDP) [5], in which users are allowed to directly publish perturbed data to untrusted curator. "Localized" means the data perturbation is run at the user rather than at the server.

Nowadays, the increasing popularity of LDP can be attributed to two factors: a) first, a trusted server may not always exist in certain application scenarios; and even if a curator is supposedly trusted, various privacy breaches in practice could occur due to internal compromises or other reasons; and b) aggregated data from multiple users may itself limit local utility that an individual user can provide. In fact, most individuals’ data are collected directly, and hence, LDP notion has led to various privacy preserving mechanisms, such as [6]–[8], and Google’s RAPPOR (randomized aggregatable privacy-preserving ordinal response) [9]. Even though LDP based mechanisms have already been widely applied, either they provide limited utility or the privacy is not well protected.

For instance, Tang et al. show that, in Apple’s LDP mechanism [10], the privacy budget is too large to provide any useful privacy protection [11]. In 2017, Wang et al. provide a variety of LDP protocols for frequency estimation [2] and compare their performance with Google’s RAPPOR. However, including RAPPOR, none of these protocols provides considerable estimation accuracy under a reasonable small $\epsilon$.

The main reason why it is hard for LDP to achieve an ideal utility-privacy tradeoff is because the definition provides a rigorous privacy guarantee against worst-case (context-free) adversary that can possess arbitrary background knowledge. A promising way to increase utility beyond the definition of LDP is to introduce prior information into the picture, which allows an explicit measurement over the adversary’s ability. The prior knowledge can be obtained through many ways in reality, such as the theoretical research results can be used as the prior knowledge for clinical treatment; past survey results can be used as prior for future data gathering; the classification from neural network trained by previous data can be used as prior for prediction. The privacy notions considering prior knowledge are usually referred to as “context-aware” notions. Information theoretic privacy notions [1], [12], [13] fall into this category, such as mutual information privacy (MIP) [14], which limits the average information leakage between the raw data and the perturbed data. However, MIP is a relatively weak notion compared to LDP, as mutual-information is the expected KL (Kullback Leibler) divergence between prior and posterior (where expectation is over all outcomes of data). In [15], the notion of local information privacy (LIP) is presented, which bounds on the ratio between the prior and posterior of the data after taking observations. Since the privacy notion is tailored to the specific prior knowledge adversary has, the privacy guarantee can be viewed as relaxed, and data perturbation can be done in a prior related manner to increase the data utility.

We next use a toy example of concrete mechanisms to recap and reinforce the intuition behind introducing prior.

Example 1. Consider a one to one (one curator and one user) privacy preserving binary data collection model, where user’s data is denoted as $X$, which takes 0 or 1 with certain probability $P_1 = Pr(X = 1)$. The raw data $X$ is randomly perturbed to an output $Y$, with certain probabilities, the set of which is called perturbation parameter of the mechanism and is denoted as $q$ (context-free) and $q_0$, $q_1$ (context-aware) in Fig. 1. This model allows the curator to make an estimation
on $X$ by taking observations on $Y$.

The model described above is usually referred to as a randomized response perturbation mechanism. To achieve an ideal accuracy, no matter what estimator the curator uses, the desired probabilities to perturb: $q$, $q_1$ and $q_0$ should be designed as small as possible, however, they can not be too small in order to satisfy the privacy constraints. Based on different privacy definitions, the minimal requirements of the perturbation probabilities are different. For the context-free LDP model, likelihood ratio is bounded by $e^\epsilon$, and we have $\min q = \frac{1}{1 + e^\epsilon}$. The context-aware LIP model, on the other hand, requires that the ratio between prior and posterior is bounded by $e^\epsilon$, thus $q_0$ and $q_1$ are designed according to the priors: $\min q_0 = Pr(Y = 1|X = 0) = \frac{P_0}{P_1}$, $\min q_1 = Pr(Y = 0|X = 1) = \frac{1-P_0}{P_1}$ [15]. After observing $Y$, the curator is able to make a further estimation on X. The estimator of LDP: $\hat{X}_{LDP}$ is a function of $q$: $\hat{X}_{LDP} = (1 - q)Y + \frac{q}{2}$ [2]; while in the LIP model, $\hat{X}_{LIP}$ is designed with $q_0$, $q_1$ as a function of $P_1$: $\hat{X}_{LIP} = (1 - \frac{1-P_1}{e^\epsilon})Y + \frac{P_1}{e^\epsilon}(1 - Y)$ [15].

Fig. 2 shows the mean square errors of the estimation under context-aware LIP provides increased utility than LDP, as it assumes that the exact prior knowledge is available for LDP, it can be difficult to implement in real-world applications, relaxed than the LDP (for more details, see Sec. II).

We first define the distribution over a dataset: Let $D = \{1, 2, ..., |D|\}$, and define $P = \{P_1, P_2, ..., P_{|D|}\}$ as a prior distribution over the dataset $D$, i.e., $P_x = Pr(X = x)$, where $x \in D$. For a given distribution $P$, the notion of LIP is defined by bounding the ratio between the prior and the posterior, which guarantees that after observing the output, an adversary cannot infer too much additional information other than its prior.

**Definition 1.** ($\epsilon$-Local Differential Privacy (LDP)) [5] A mechanism $\mathcal{M}$ which takes input $X$ and outputs $Y$ satisfies $\epsilon$-LDP for some $\epsilon \in \mathbb{R}^+$, if $\forall x, x' \in D$ and $\forall y \in \text{Range}(\mathcal{M})$:

$$\frac{Pr(Y = y | X = x)}{Pr(Y = y | X = x')} \leq e^\epsilon. \quad (1)$$

The definition of LDP does not allow the mechanism to depend on knowledge of prior. To explicitly introduce prior knowledge, Local information privacy is proposed in [15].

**Local Information Privacy:** We first define the distribution over a dataset: Let $D = \{1, 2, ..., |D|\}$, and define $P = \{P_1, P_2, ..., P_{|D|}\}$ as a prior distribution over the dataset $D$, i.e., $P_x = Pr(X = x)$, where $x \in D$. For a given distribution $P$, the notion of LIP is defined by bounding the ratio between the prior and the posterior, which guarantees that after observing the output, an adversary cannot infer too much additional information other than its prior.

**Definition 2.** ($\epsilon$-Local Information Privacy (LIP)) [15] A mechanism $\mathcal{M}$ which takes input $X$ with prior distribution $P$ and outputs $Y$ satisfies $\epsilon$-LIP for some $\epsilon \in \mathbb{R}^+$, if $\forall x, y \in D$:

$$e^{-\epsilon} \leq \frac{Pr(Y = x)}{Pr(Y = x | Y = y)} \leq e^\epsilon. \quad (2)$$
On the other hand:

The notion of LIP is context-aware and allows for designing perturbation mechanisms that provide higher utility than LDP by leveraging the prior. However, the assumption that the curator and the users possess the exact prior knowledge prohibits this notion from real world applications, since, the available knowledge about the prior may not be accurate. Depending on different amount of knowledge about the prior, we propose two new definitions.

**Worst-Case Local Information Privacy:** Worst-case LIP means that the privacy definition (2) must be satisfied for all possible priors, which is defined as $R_{uc} = \{P: P_x \in [0,1], \sum_{x \in D} P_x = 1\}$, meaning that in the $R^{|D|}$ space, the distribution $P$ can take any point on the plane of $\sum_{x \in D} P_x = 1$.

**Definition 3.** ($\epsilon$-Worst-Case Local Information Privacy (WC-LIP)) A mechanism $\mathcal{M}$ which takes input $X$ and outputs $Y$ satisfies $\epsilon$-WC-LIP for some $\epsilon \in \mathbb{R}^+$, if $\forall x, y \in D$, $\forall P \in R_{uc}$, (2) is satisfied.

Next, we show WC-LIP is equivalent to LDP.

**Theorem 1.** A mechanism satisfies $\epsilon$-WC-LIP if and only if it satisfies $\epsilon$-LDP.

**Proof.** To prove the "if" part, consider a $\mathcal{M}$ that takes any two inputs $X = x$, $X = x'$ and outputs the same $Y = y$.

If $\mathcal{M}$ satisfies $\epsilon$-LDP, we have:

$$Pr(Y = y|X = x') \leq e^{\epsilon} Pr(Y = y|X = x)$$

On the other hand:

$$Pr(Y = y) = \sum_{x' \in D} Pr(Y = y|X = x')Pr(X = x')$$

$$\leq e^{\epsilon} Pr(Y = y|X = x) \sum_{x' \in D} Pr(X = x')$$

$$= e^{\epsilon} Pr(Y = y|X = x), \forall P \in R_{uc}.$$ 

By switching inputs, we can also get:

$$Pr(Y = y) \geq e^{-\epsilon} Pr(Y = y|X = x), \forall P \in [0,1],$$

which means that $\mathcal{M}$ also satisfies $\epsilon$-WC-LIP.

For the "only if" part, if $\mathcal{M}$ satisfies $\epsilon$-WC-LIP, $\forall P \in R_{uc}$, by Bayes rule and looking at one side:

$$\frac{\sum_{x'} Pr(Y = y|X = x')Pr(X = x')}{Pr(Y = y|X = x)} \leq e^{\epsilon}.$$  \hspace{1cm} (3)

As $P_x \in P$ can take any value from 0 to 1 in the worst-case. Thus when $P_x = 1$, $P_x = 0, \forall x \neq x'$, there is:

$$\frac{Pr(Y = y|X = x')}{Pr(Y = y|X = x')} \leq e^{\epsilon},$$

which means the definition of LDP is also satisfied. \hfill \Box

The equivalence of these two definitions means that in a worst-case setting, the LIP privacy notion (if satisfied among all possible priors), is equivalent to LDP.

**Bounded-Prior Local Information Privacy:** On the other hand, in reality, the common prior knowledge available for user and the adversary usually lies within a range. For example, if it is a common knowledge that something is more likely to happen than not. We know, $0.5 \leq P \leq 1$, where $P$ is the prior to happen. Similarly, we define the feasible region of the bounded prior as $R_{bp}$, which is a subset of $R_{uc}$: $R_{bp} = \{P: P_x \in [a_x, b_x], \sum_{x \in D} P_x = 1\}$. $R_{bp}$ defines a convex region on the plane of $\sum_{x \in D} P_x = 1$ in $R^{|D|}$.

**Definition 4.** ($\epsilon$-Bounded Prior Local Information Privacy (BP-LIP)) A mechanism $\mathcal{M}$ which takes input $X$ and outputs $Y$ satisfies $\epsilon$-BP-LIP if and only if every $\epsilon \in \mathbb{R}^+$, if $\forall x, y \in D$, $\forall P \in R_{bp}$, (2) is satisfied.

The next theorem states the relationship between BP-LIP and LDP:

**Theorem 2.** If a mechanism $\mathcal{M}$ satisfies $\epsilon$-BP-LIP, then the privacy strength of $\mathcal{M}$ is sandwiched by $\epsilon$-LDP and $2\epsilon$-LDP.

**Proof.** The first part means $\epsilon$-LDP implies $\epsilon$-BP-LIP: By Theorem 1, we know $\epsilon$-LDP is equivalent to $\epsilon$-WC-LIP, and $\epsilon$-WC-LIP implies $\epsilon$-BP-LIP, as $R_{bp}$ is a subset of $R_{uc}$.

The second part means $2\epsilon$-BP-LIP implies $2\epsilon$-LDP: from [15], we know $\epsilon$-LIP implies $2\epsilon$-LDP, where $\epsilon$-LIP can be viewed as a special case of $\epsilon$-BP-LIP (any possible $P$ belongs to $R_{bp}$), Thus, $\epsilon$-BP-LIP implies $\epsilon$-LIP which further implies $\epsilon$-LDP.

We next investigate how $R_{bp}$ influences the relationship between $\epsilon$-BP-LIP and $\epsilon$-LDP under a binary model: $D = \{0,1\}$, $P_1 = Pr(X = 1)$. Define the feasible region $R_{bp}$ as $P_1 \in [a, b]$, where $0 \leq a \leq b \leq 1$. When the prior of $P_1$ is fixed, $Pr(X = 0)$ is also fixed. Thus $P_1 \in [a, b]$ is sufficient to represent $R_{bp}$. By Definition 4, if $\mathcal{M}$ satisfies $\epsilon$-BP-LIP, then $\forall P_1 \in [a, b]$, (2) is satisfied. Suppose $\mathcal{M}$ also satisfies LDP for some $\epsilon' \geq 0$, for a fixed $[a, b]$, we have:

**Theorem 3.** In the binary model, if $\mathcal{M}$ satisfies $\epsilon$-BP-LIP with $P_1 \in [a, b]$, it also satisfies $\epsilon'$-LDP, where $\epsilon'$ corresponds to the following values under each case:

- When $a + b \leq 1$:
  - if $\epsilon \leq \frac{1+\frac{b}{a}}{2}$: $\epsilon' = \ln \frac{1-a}{\epsilon - a}$, otherwise: $\epsilon' = \ln \frac{2\epsilon + 1 - b}{b};$
  - When $a + b > 1$:
  - if $\epsilon \leq \frac{a}{1-b}$: $\epsilon' = \ln \frac{b}{\epsilon - a}$, otherwise: $\epsilon' = \ln \frac{\epsilon - a}{\epsilon'}.$

**Proof.** Detailed proof is shown in Appendix A. \hfill \Box

It can be readily shown for all the cases, $\epsilon'$ is sandwiched between $\epsilon$ and $2\epsilon$. Also notice that as a function of $a$ and $b$, $\epsilon'$ is monotonically increasing with $a$, and monotonically decreasing with $b$. Which means that the maximum $\epsilon'$ is achieved when $a$ goes to $b$, where BP-LIP is equivalent to original LIP; The minimum value of $\epsilon'$ is achieved when $a$ goes to 0 and $b$ goes to 1, where BP-LIP is equivalent to WC-LIP. Generally speaking, BP-LIP can be viewed with adaptive privacy guarantee: when the distance between $a$ and $b$ is large, which means there’s much uncertainty on the prior, $\epsilon'$ decreases, hence, the BP-LIP notion is strong to protect against any possible privacy inference. When the distance between $a$ and $b$ is small, which means the prior knowledge of the adversary is quite clear, $\epsilon'$ increases, hence, the BP-LIP notion is designed to defend against privacy attack with known priors.
III. PRIVACY-PRESERVING DATA COLLECTION MODEL

From [15], the local multiple users’ data aggregation problem is optimized when each user’s local data collecting problem is optimized if each user perturbs and publishes data independently. In this paper, we specifically investigate on single user data collection problem.

A. System and Threat Model

Consider an individual possesses a private answer to some query from a curator, which is denoted as X. It is assumed that X takes value from a binary domain \( \mathbb{D} = \{0, 1\} \) with certain prior probabilities \( P_1 = Pr(X = 1) \), \( 1 - P_1 = Pr(X = 0) \). It is assumed that the exact value of \( P_1 \) is not available for the individual and curator, however, both of them know that \( P_1 \) is bounded within \([a, b]\), where \( 0 \leq a \leq b \leq 1 \). In order to use \( P_1 \) as a parameter to estimate, the curator picks \( \bar{P}_1 \) from \([a, b]\) as the prior. The user, on the other hand, designs a privacy-preserving mechanism \( \mathcal{M} \) to defend against the adversary with arbitrary prior within \([a, b]\). \( \mathcal{M} \) takes input \( X \) and perturbs to \( Y \) with certain probabilities, the set of which is denoted as perturbation parameters: \( q_0 = Pr(Y = 1|X = 0) \); \( q_1 = Pr(Y = 0|X = 1) \). After receiving \( Y \), the curiator wants to estimate \( X \), denote the estimation as \( \hat{X} = f(Y) \), where \( f() \) is an estimator, in this paper, we deploy the minimized mean square error (MMSE) estimator [16]: \( f(Y) = E[X|Y] \), as the exact \( P_1 \) is unavailable, the estimator becomes \( f(Y) = E_{\bar{P}_1}[\hat{X}|Y] \), where \( \hat{X} \) is the random variable which takes the distribution of \( \bar{P}_1 \). The configuration is shown in Fig. 3.

It is assumed that the curator possesses the knowledge of the perturbation mechanism as well as the range of the prior \([a, b]\) (same with the user). The curator (adversary) is assumed to be untrusted for multiple reasons, such as the private data is profitable, or the curator is hacked. As a result, user wants to cooperate with the curator for an estimation while remain some uncertainty on the data. The accurate estimation is denoted as “Utility”, and the uncertainty is denoted as “Privacy”.

B. Problem Formulation

Utility: In this paper, utility is measured by the inverse of mean square error (MSE) between the raw data and the estimation, where the MSE can be expressed as:

\[
\mathcal{E} = E_{\bar{P}_1}[(X - E_{\bar{P}_1}[\hat{X}| Y])^2].
\]

Next we derive the privacy constraints for them.

Privacy: The privacy is measured by the BP-LIP, for the binary model, define \( F_{xy} = \frac{Pr(X=x)}{Pr(X=x|Y=y)} \), then, \( \forall P_1 \in [a, b] \):

\[
e^{-\epsilon} \leq \{F_{10}, F_{01}, F_{11}, F_{00}\} \leq e^\epsilon.
\]

Eq. (6) forms a feasible region for \( q_0 \) and \( q_1 \). User wants to help the curator to estimate while defending against attack with any possible \( P_1 \). So, the optimal perturbation parameters \( q_0^* \) and \( q_1^* \) are found at the optimal solutions of problem to minimize the MSE subject to the BP-LIP constraints:

\[
\min \mathcal{E}(q_0, q_1), \quad s.t. \quad (6), \quad \forall P_1 \in [a, b] \text{ and } \forall P_1 \in [a, b].
\]

As the curator knows \([a, b]\) and user’s mechanism, \( q_0^* \) and \( q_1^* \) are also available for him. To build the MMSE estimator, which is prior-related, he picks \( \bar{P}_1 \) from \([a, b]\). Notice that for any fixed \( \bar{P}_1 \), we can find a \( P_1 \in [a, b] \), such that \( \bar{P}_1 \) maximize \( \mathcal{E} \), denote this MSE as the \( \max_{P_1} \mathcal{E} \) under \( \bar{P}_1 \), then we want to find an optimal \( \bar{P}_1^* \) under which the mechanism results in the minimum \( \max_{P_1} \mathcal{E} \). Briefly speaking, the optimal \( \bar{P}_1^* \) should guarantee that the MSE in the worst-case (\( \forall P_1 \in [a, b] \)) is not too large. As a result, \( \bar{P}_1^* \) is at the solution of the optimization problem:

\[
\begin{align*}
\min \max_{P_1 \in [a, b]} & \quad \mathcal{E}(P_1, \bar{P}_1), \\
\text{s.t.} & \quad (6), \quad \forall P_1 \in [a, b].
\end{align*}
\]

We next derive the optimal solutions of \( q_0^* \), \( q_1^* \) and \( \bar{P}_1^* \).

C. Main Results

The next theorem derives the optimal \( q_0 \) and \( q_1 \) for any \( P_1, \bar{P}_1 \in [a, b] \).

Theorem 4. For the optimization problem defined in (7), the optimal \( q_0 \) and \( q_1 \) are \( q_0^* = \frac{b}{b-a+ce} \) and \( q_1^* = \frac{1-a}{b-a+ce} \).

Proof. For an arbitrary but fixed \( \bar{P}_1 \), the estimator is:

\[
E[\hat{X}|Y] = Pr(\hat{X} = 1|Y).
\]

Thus receiving \( Y = 1 \), the curator estimates \( \hat{X}_1 = Pr(\hat{X} = 1|Y = 1) = \frac{\bar{P}_1(1-q_1)}{Pr(Y = 1)} \); When \( Y = 0 \), the curator estimates \( \hat{X}_0 = Pr(\hat{X} = 1|Y = 0) = \frac{Pr(1)}{Pr(Y = 0)} \).

The MSE function can be rewritten as:

\[
\sum_{x, y \in \{0, 1\}} (x - E[X|Y])^2 Pr(X = x)Pr(Y = y|X = x)
\]

(10)

\[
=(1-\hat{X}_1)^2 Pr(1-q_1) + (1-\hat{X}_0)^2 Prq_1 \\
+(\hat{X}_1)^2 (1-P_1)q_0 + (\hat{X}_0)^2 (1-P_1)(1-q_0).
\]

It can be readily checked by taking \( q_1^* = 1 - q_1 \) and \( q_0^* = 1 - q_0 \) that the function of \( \mathcal{E} \) is symmetric about \((0.5, 0.5)\). Thus we can narrow the whole feasible region by adding a constraint: \( q_1 + q_0 \leq 1 \). Then comparing with \( \hat{X}_1 \) and \( \hat{X}_0 \), we have:

\[
\hat{X}_1 - \hat{X}_0 = \frac{(1-\bar{P}_1)(1-q_0 - q_1)}{Pr(Y = 1)[1 - Pr(Y = 1)]} \geq 0.
\]

Which means in the simplified region, we always have \( \hat{X}_1 \geq \hat{X}_0 \). Now consider the four terms in (10), we want to control \( q_1 \) and \( q_0 \) to minimize \( \mathcal{E} \): the first term wants \( q_1 \) large while the second term wants it small; the fourth term want \( q_0 \) large while the third term wants it small. However, as \((1-\hat{X}_1)^2 \leq \dots\)
(1 − \hat{X}_0)^2, also (\hat{X}_1)^2 \geq (\hat{X}_0)^2. Which means in order to minimize E, we minimize q_1 and q_0. The minimized q_1 and q_0 are found at the boundary of the privacy constraints, which is achieved when \( \max \frac{Pr(Y=1)}{q_0} = e^\epsilon \) and \( \max \frac{Pr(Y=0)}{q_0} = e^\epsilon \).

\[
\max_{q_0} \frac{Pr(Y=1)}{q_0} = \max_{q_0} P_1(1 - q_1) + (1 - P_1)q_0.
\]

As 1 − q_1 ≥ q_0, \( \max_{P_1 \in [0, b]} \frac{Pr(Y=1)}{q_0} = \frac{b(1 - q_1) + (1 - b)q_0}{q_0} = e^\epsilon \).

Similarly, \( \max_{P_1 \in [a, b]} \frac{Pr(Y=0)}{q_0} = \frac{aq_1 + (1 - a)(1 - q_0)}{q_0} = e^\epsilon \). The optimal solutions are calculated accordingly.

Intuitively, to increase utility, we need the probability of perturbation as small as possible (when q_0 + q_1 ≤ 1), and the smallest perturbation probability is bounded by the privacy constraints. As a result, the optimal solution is at the point where the privacy requirement is just met.

Observing the expression of q_0^* and q_1^*, when a = b = P_1, which means the prior knowledge is certain and fixed, in this case q_0^* = P_1^2 and q_1^* = \frac{1 - P_1^2}{a^2} which are the same with the optimal solutions of LIP [15]: When a = 0, b = 1, we have the optimal solutions for the WC-LIP: q_0^* = q_1^* = \frac{1}{1 + \epsilon^2}, which is independent of prior and is identical to the optimal solutions of the LDP [2]. This result show that the BP-LIP connects the notions of LIP, WC-LIP and LDP together by adjusting prior uncertainty. Also, interestingly, the result implies that the WC-LIP and LDP are equivalent even in optimal mechanism.

The next step is to understand the \( \hat{P}_1 \), which can be derived by the following lemma.

**Lemma 1.** If \( \hat{P}_1 \neq P_1 \), \( E(\hat{P}_1) > E(P_1) \) and:

\[
E(P_1) - E(\hat{P}_1) = -\frac{(e^\epsilon - 1 + b)(e^\epsilon - 1)^2}{(e^\epsilon - a)(1 - a)e^{2\epsilon}}(P_1 - \hat{P}_1)^2.
\]

**Proof.** As the optimal perturbation parameters are q_0^* = \frac{b}{b - a + e^\epsilon} and q_1^* = \frac{1 - a}{b - a + e^\epsilon}, the estimator becomes:

\[
\begin{align*}
\hat{X}_1(\hat{P}_1) &= E[\hat{X}|Y = 1] = \frac{\hat{P}_1 + (b^* - 1)}{b - P_1 + P_1^*e^\epsilon}; \\
\hat{X}_0(\hat{P}_1) &= E[\hat{X}|Y = 0] = \frac{\hat{P}_1(1 - a)}{P_1 - a - e^\epsilon + P_1e^\epsilon}.
\end{align*}
\]

By (10), the \( E(\hat{P}_1) \) is:

\[
(1 - \hat{X}_1(\hat{P}_1))^2\hat{P}_1(1 - q_1^*) + (\hat{X}_1(\hat{P}_1))^2(1 - P_1)q_0^* + (1 - \hat{X}_0(\hat{P}_1))^2(1 - P_1)q_0^* + (\hat{X}_0(\hat{P}_1))^2(1 - P_1)(1 - q_0^*).
\]

If picking \( \hat{P}_1 = P_1 \), \( E(P_1) \) becomes:

\[
(1 - \hat{X}_1(P_1))^2P_1(1 - q_1^*) + (\hat{X}_1(P_1))^2(1 - P_1)q_0^* + (1 - \hat{X}_0(P_1))^2(1 - P_1)q_0^* + (\hat{X}_0(P_1))^2(1 - P_1)(1 - q_0^*).
\]

The distance of \( E(\hat{P}_1) \) and \( E(P_1) \) is calculated accordingly.

From Lemma 1, we can learn that the optimal \( \hat{P}_1 \) when \( [a, b] \) and \( \epsilon \) are fixed is \( P_1 \), when \( \hat{P}_1 \neq P_1 \), the MSE increases as a result, and the increased amount is proportional to the square of \( |\hat{P}_1 - P_1| \), hence, we need to find the \( \hat{P}_1 \) that cannot be far away from \( P_1 \), thus we have the following proposition.

**Theorem 5.** By Lemma 1, for a given range \( [a, b] \), the optimal \( \hat{P}_1^* \) is \( \hat{P}^* = \frac{a + b}{2} \).

**Proof.** \( E(\hat{P}_1) \) can be represented as:

\[
E(\hat{P}_1) = E(P_1) + \frac{(e^\epsilon - 1 + b)(e^\epsilon - 1)^2}{(e^\epsilon - a)(1 - a)e^{2\epsilon}}(P_1 - \hat{P}_1)^2,
\]

where the first part is not determined by \( \hat{P}_1 \), thus \( \min \max E(\hat{P}_1) \) is equivalent to \( \min \max (P_1 - \hat{P}_1)^2 \). The result is straightforward.

Notice that, in finding the optimal \( \hat{P}_1^* \), there are other types of algorithms other than the minimax formulation, such as minimize the expected MSE:

\[
\min_{P_1 \in [a, b]} E(P_1) = E(P_1) + \frac{(e^\epsilon - 1 + b)(e^\epsilon - 1)^2}{(e^\epsilon - a)(1 - a)e^{2\epsilon}}(P_1 - \hat{P}_1)^2.
\]

The steps in finding the optimal \( \hat{P}_1^* \) are similar, in (18), the problem is equivalent to finding \( P_1 \) that minimize \( E((P_1 - \hat{P}_1)^2) \), and the optimal \( \hat{P}_1^* \) is \( E(P_1) \). When \( P_1 \) is uniformly distributed in \( [a, b] \), \( \hat{P}_1^* = \frac{a + b}{2} \).

By Theorem 4 and Theorem 5, when the range of \( P_1 \): \( [a, b] \) is fixed, the optimal \( \hat{P}_1^* = \frac{a + b}{2} \) and the optimal perturbation parameters \( q_0^* = \frac{b}{b - a + e^\epsilon} \) and \( q_1^* = \frac{1 - a}{b - a + e^\epsilon} \).

**IV. SIMULATION**

In this section, we simulate with numerical results and real world data to show the advantages of the proposed variations of LIP. For the first part, we use numerical results to show the impact of the prior uncertainty to the utility-privacy tradeoffs and compare the performance of different privacy notions. In the second part, we use real-world data to illustrate the advantages of the BP-LIP comparing with LDP.

The first experiment is the comparison among different privacy notions with numerical analysis, including \( \epsilon \)-WC-LIP, \( \epsilon \)-LIP, \( \epsilon \)-BP-LIP. For the \( \epsilon \)-BP-LIP, we compare two cases with different prior uncertainties, the uncertainty of the prior is measured by \( \delta = b - a \). We randomly generate a prior \( P_1 \) and generate the user’s data from a binary random according to \( P_1 \), then we randomly generate \( a \) and \( b \) such that \( a \leq P_1 \leq b \) under two cases: \( \delta = 0.5 \) and \( \delta = 0.1 \). Then we calculate the MSEs which are averaged 5000 times with different \( a \) and \( b \). For the WC-LIP, we fix \( a = 0 \) and \( b = 1 \). The utility-privacy tradeoffs under different privacy notions are shown in Fig. 4.

Observe from Fig. 4, the \( \epsilon \)-LIP achieves the best utility while the \( \epsilon \)-WC-LIP achieves the worst utility under each \( \epsilon \). This is because the worst-case LIP has fixed (smaller) feasible region for parameters than LIP. Other than that, the utility privacy tradeoffs of the \( \epsilon \)-BP-LIP is sandwiched between \( \epsilon \)-LIP.
and $\epsilon$-WC-LIP, and the curve with larger uncertainty results in a decreased utility.

Next, we testify our analysis by simulation on a real world dataset: “Census income” (Adult dataset). This is a census survey dataset in which 48842 users’ personal information are listed, including 14 attributes, such as: age, work class, marriage, race, sex, education and annual income. In the field of machine learning, the Adult dataset is usually used for predicting whether each user’s annual income is over 50k dollar by training on all the personal information (taken as features). This is an application of data aggregation for multiple users. As we discussed in Sec. II, when each user is assumed to independently publish data, the optimal parameters for each user are achieved at their local optimality, i.e., if each user perturbs data using the optimal parameters derived in Sec. III, the overall aggregation result is also optimal.

Each user firstly converts his annual income as $\{0, 1\}$, by the following rule that: if income is above 50k, his data is 1 and 0 otherwise. We first create a deep neural network using all the 14 features to predict each user’s the annual income. Each prediction probability is used as the exact prior. Then users are perturbing data according to the optimal mechanism of LIP ($((q_0, q_1) = (\frac{1}{2}, \frac{1}{2})$). At last we calculate the average error between the estimation and the raw data. This case is denoted as the $\epsilon$-LIP in Fig. 5. Similarly, we then derive optimal parameters under $a = 0$ and $b = 1$ and denote it as $\epsilon$-WC-LIP. To create a bounded-prior range, we train the network with arbitrary 13 features, and collect prediction priors from all the 14 feature-combinations, thus forming a prior family $P = \{P_1, P_2, ..., P_{14}\}$. Then $a = \min P_1$ and $b = \max P_1$. The following steps are similar, but with BP-LIP optimal parameters. The last notion is context-free LDP. which means prior-related estimator is a promising approach to increase utility.

V. Conclusion

In this paper, the notions of worst-case LIP and bounded-prior LIP are proposed to overcome the limitation of LIP and can be implemented according to different scenarios: LIP can be used when the exact prior is available; when there is uncertainty on the prior, BP-LIP can be used instead; If there is no prior knowledge, WC-LIP can be used alternatively. We also derive the relationships between each notion with LDP, and show that $\epsilon$-WC-LIP is equivalent to $\epsilon$-LDP and $\epsilon$-BP-LIP is sandwiched between $\epsilon$-LDP and 2$\epsilon$-LDP. Then we model a privacy preserving binary data collection mechanism, whose parameters are derived from an optimization problem with the goal to minimize the mean square error subject to the privacy constrains. The optimal solutions are derived in closed form and allow us to characterize the utility-privacy tradeoffs for this problem. At last, we present simulation results for both synthetic data and real world data to illustrate the advantages of the LIP and BP-LIP models.
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Thus, \( L \) cases on the constraints.

Similarly, constraint (20) gives us:

\[
- \frac{1}{-a - b} \geq 0
\]

which means when \( L_{01} \leq 1 \), all values satisfy the constraints.

Combine the two cases, we have: \( L_{01} \leq \frac{-a}{1-a} \).

Similarly, constraint (20) gives us:

\[
1 - P_1 + P_1 L_{10} \leq e^\epsilon
\]

As a result, we have: \( L_{10} \leq \frac{e^{-a} + 1}{b} \).

Eq. (19) gives us (by Bayes rule):

\[
e^{-\epsilon} \leq \min_{P_1 \in [a,b]} \frac{P(Y = y|X = 0)(1 - P_1)}{P(Y = y|X = 1)}
\]

When \( L_{01} > 1 \), to find the minimum, we want \((1 - P_1)\) as small as possible, thus \( P_1 = b \), \((1 - P_1) = 1 - b \). Hence,

\[
e^{-\epsilon} \leq (1 - b)L_{01}
\]

Thus, \( L_{01} \leq a \frac{-a}{1-a} \) and \( L_{01} > 1 \), the intersection is \( L_{01} > 1 \). Which means when \( L_{01} > 1 \), all values satisfy the constraints.

When \( L_{01} \leq 1 \), to find the minimum, we want \((1 - P_1)\) as large as possible, thus \( P_1 = a \), \((1 - P_1) = 1 - a \). Hence,

\[
e^{-\epsilon} \leq a + (1 - a)L_{01}
\]

Thus, \( \frac{-a}{1-a} \leq L_{01} \leq 1 \).

Combine the two cases, we have: \( \frac{-a}{1-a} \leq L_{01} \).

When \( e^{-\epsilon} - a < 0 \), the inequality always hold. When \( e^{-\epsilon} - a > 0 \), we have \( L_{01} = 1/L_{01} \leq \frac{b}{1-a} \).

Similarly, constraint (22) gives us: When \( e^{-\epsilon} - 1 + b > 0 \), \( L_{01} = 1/L_{01} \leq \frac{b}{1-a} \).

In summary, there are two cases regarding the relation between \( a + b \) and 1, and under each case, there are three cases on the \( e^\epsilon \) and the boundary:

When \( a \leq 1 - b \): a is the first boundary when \( e^\epsilon \) approaches 1, and \( 1 - b \) is the second.

**Case 1** \( e^\epsilon \leq a \leq 1 - b \): \( L_{01} \leq \frac{e^{-a}}{1-a} \) and \( L_{10} \leq \frac{e^{-a} + 1}{b} \). where: \( \frac{e^{-a} - e^{-a}}{e^{-a} + 1} = (e^{-a} - (1 - (a + b - 1)) \leq 0 \)

So we have:

\[ L_{01}, L_{10} \leq \frac{e^{-a}}{1-a} \]

**Case 2** \( a \leq e^{-\epsilon} \leq 1 - b \): \( L_{01} \leq \frac{e^{-a}}{1-a} \) and \( L_{10} \leq \min(\frac{e^{-a} + 1}{b}, \frac{e^{-a} + 1}{a}) \). To find the minimum of \( L_{10} \):

\[
\frac{e^{-a} + 1}{b} \leq \frac{e^{-a} + 1}{a}
\]

Thus the result of this case is identical to that of case 2:

when \( e^\epsilon > \frac{1}{a} \), \( L_{10} \leq \frac{e^{-a} + 1}{a} \);

when \( e^\epsilon \leq \frac{1}{a} \), \( L_{10} \leq \frac{e^{-a} + 1}{b} \);

**Case 3** \( a \leq 1 - b \leq e^{-\epsilon} \):

\[ L_{01} \leq \min(\frac{e^{-a} - a}{1-a}, \frac{b}{e^{-a} - a}) \]

The minimum value of \( L_{10} \) is identical to case 2. Comparing \( \frac{e^{-a} - a}{1-a} \) with \( \frac{b}{e^{-a} - a} \), we have:

\[
\frac{e^{-a} - a}{1-a} - \frac{b}{e^{-a} - a} = (a(2 - e^{-a}) - b) \leq 0
\]

Thus the minimum of \( L_{10} \):

\[
L_{10} \leq \min(\frac{e^{-a} + 1}{b}, \frac{e^{-a} + 1}{a})
\]

Similarly, constraint (20) gives us:

\[
e^{-\epsilon} \leq \min_{P_1 \in [a,b]} \frac{P(Y = y|X = 0)(1 - P_1)}{P(Y = y|X = 1)}
\]

When \( L_{10} > 1 \), find the maximum, \((1 - P_1)\) as small as possible, thus \( P_1 = b \), \((1 - P_1) = 1 - b \). Hence,

\[
e^{-\epsilon} \leq b + (1 - b)L_{01}
\]

Thus, \( L_{01} \geq \frac{-a}{1-a} \) and \( L_{01} > 1 \), the intersection is \( L_{01} > 1 \). Which means when \( L_{01} > 1 \), all values satisfy the constraints.

When \( L_{01} \leq 1 \), to find the minimum, we want \((1 - P_1)\) as large as possible, thus \( P_1 = a \), \((1 - P_1) = 1 - a \). Hence,

\[
e^{-\epsilon} \leq a + (1 - a)L_{01}
\]

Thus, \( \frac{-a}{1-a} \leq L_{01} \leq 1 \).

Combine the two cases, we have: \( \frac{-a}{1-a} \leq L_{01} \).

When \( e^{-\epsilon} - a \leq 0 \), the inequality always hold. When \( e^{-\epsilon} - a > 0 \), we have \( L_{10} = 1/L_{01} \leq \frac{b}{1-a} \).

Similarly, constraint (22) gives us: When \( e^{-\epsilon} - 1 + b > 0 \), \( L_{01} = 1/L_{01} \leq \frac{b}{1-a} \).

In summary, the above cases can combine into four cases as shown in the theorem.