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Abstract—In this paper, we consider a fading relay channel
where the source uses two layers source coding with succes-
sive refinement. The two source layers are transmitted using
superposition coding at the source and relay with optimal power
allocation, and successive interference cancellation at the receivers
(i.e. relay and destination). The power allocation for the two
layers at the source and relay is subject to optimization in order
to maximize the expected user satisfaction that is defined by a
utility function of the total decoded rates at the destination. We
assume that only the channel statistics are known. The relay is
half-duplex and applies decode and forward. We characterize the
expected utility function in terms of the channel statistics of the
fading channels, and we solve the optimization problem using the
numerical random search method. We provide many numerical
examples to show the prospected gains of using the relay on the
expected utility for different channel conditions. Furthermore, we
obtain that for some conditions, it is optimal to send only one
layer.

Keywords—Broadcast approach, multilayer transmission, relay
channel, selection relaying decode-and-forward, utility maximiza-
tion

I. INTRODUCTION

The topic of this paper is on the application of “multilayer
transmission” using the broadcast approach on a “relay” chan-
nel. Unlike single layer transmission, where all transmitted
information bits have the same protection level by the chan-
nel coding scheme, multilayer transmission schemes combine
successive refinement layered source coding [1] with ordered
protection levels of the source layers. Therefore, the “base”
source layer is given higher priority and protected more than
the “enhancement” source layers. Consequently, the receiver
will be able to decode “some” information when the channel
is faded and “all” information when the channel is good.

In particular, we are interested in the broadcast approach in
which the source layers are protected using different channel
codewords and transmitted jointly using superposition coding
at the physical layer [2], [3]. The receiver decodes the layers in
order, up to the supported layer by its channel condition, using
successive interference cancellation (SIC). These schemes have
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been studied in the literature from different perspectives.
We give few examples here1. In [4], the broadcast approach
was applied and the layers power and rate allocation were
optimized under the objective of minimizing the expected
distortion of a Gaussian source from an information-theoretic
perspective. Utility maximization for layered transmission with
known rates of the layers was considered in [5], which was
originally presented in [6]. Furthermore, utility maximizing for
layered transmission with joint power and rate allocation for
any finite number of layers over Rayleigh fading channels was
solved recently in [7]–[9].

Our contribution of this paper is on the investigation of
multilayer transmission on a relay channel [10], [11]. The topic
of relaying/cooperative communication have recently become
an active research area due to the potential deployment of relay
nodes in fourth generation wireless systems. Few examples of
the papers on relaying strategies among many others include
[12]–[16].

In this paper, we consider a two-layer transmission scheme
with optimal power allocation at the source and the relay. We
assume that the relay applies “selection relaying” decode-and-
forward (SDF) [12]. We formulate the optimization problem
as utility maximizing with known layers rates similar to the
problem formulation in [5]. The expected utility function in our
problem is a function of the channel statistics of the three links
in the channel (i.e. source-destination, source-relay and relay-
destination). We characterize the expected utility function and
use it in the power optimization problem. We apply the random
search method [17, Chapter 14] to solve this optimization
problem and we provide several numerical examples to show
the gains in the maximum expected utility when relaying is
applied.

The outline of the paper is as follows; we describe the sys-
tem model and the used transmission scheme and we formulate
the optimization problem in Section II. Then, we characterize
the expected utility in terms of the channels’ statistics in
Section III. After that, we show the numerical results in
Section IV. Finally, we summarize the main conclusions in
Section V.

1The list of related references presented in this paper is not exhaustive due
to the scope of this paper.



II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model and Transmission Scheme

We consider a system that consists of three nodes; source,
destination and relay. We assume that the source is Gaussian
and it is encoded into two layers, L1 and L2, with rates
R1 and R2 respectively. L1 is the base layer, and L2 is the
enhancement layer that refines the description in L1. The
relay is half-duplex and applies selection relaying decode-and-
forward (SDF) [12]. Therefore, the transmission is carried over
two consecutive time slots of equal duration and bandwidth.
In the first time slot, the source broadcasts L1 and L2 to the
relay and the destination using superposition coding, where L1

should be decoded first then L2 using successive interference
cancellation (SIC). If the relay is able to decode one or both
layers, it forwards the decoded layer(s) to the destination
using new complementary2 codewords in the second time slot.
Otherwise, the source re-transmits L1 and L2 in the second
time slot using new complementary codewords. In both cases,
the destination tries to decode L1 first and then L2 based on the
received codewords in the two time slots of the transmission.

We assume that the three nodes are equipped with a single
antenna. We denote the Signal-to-Noise-Ratio (SNR) over the
three links of the relay channel using γsr, γsd and γrd for the
source-relay, source-destination, and relay-destination links,
respectively. We assume that the source and the relay transmit
using constant power. Furthermore, we assume that the channel
gain, and consequently the SNR, stay constant for the duration
of one transmission block, which consists of two consecutive
time slots. However, γsr, γsd and γrd varies from one channel
block to another randomly. Furthermore, we assume that the
source and the relay do not know the instantaneous values of
the SNRs.

In the numerical results in Section IV, we assume that
the variation (i.e. fading) of the channels’ gain is Rayleigh
distributed3. Hence, the probability density function (PDF) of
the channels follow an exponential distribution, and they are
given as

fsd (γsd) =
1

γ̄
exp

(
−γsd
γ̄

)
, (1a)

fsr (γsr) =
1

mγ̄
exp

(
−γsr
mγ̄

)
, frd (γrd) =

1

mγ̄
exp

(
−γrd
mγ̄

)
,

(1b)
for the source-destination, source-relay and relay-destination
links, respectively. In (1), γ̄ is the average SNR for the direct
source-destination link and m is ratio between the average
SNR of the source-relay and the relay-destination links to the
source-destination link. We assume that γ̄ and m are known at
the source and the relay and they are used in the optimization
of the power allocation over the two layers L1 and L2 at these
two nodes to maximize the expected utility function, denoted
U , of the total decoded rate, denoted R̄, at the destination.

The optimization variables are denoted α1 and α2 for the
ratios of the total power at the source that are allocated to
L1 and L2, respectively. Additionally, we have β1 and β2 for

2We assume that the codewords achieves the information-theoretic maxi-
mum achievable rates of decode-and-forward over the relay channel.

3The extension of the results of this paper into other channel fading models
is straightforward.

the ratios of the total power at the relay that are allocated to
L1 and L2, respectively, when the relay transmits both layers.
However, when the relay can decode only L1, it forwards only
this layer, and hence it allocates all of its power to it.

B. Mathematical Notation and Problem Formulation

First, we define the following functions because we will
use them frequently in the sequel.

C1(γ, ε) = log

(
1 +

(1− ε)γ
1 + εγ

)
, (2a)

C2(γ, ε) = log (1 + εγ) . (2b)

The functions in (2) define the information-theoretic max-
imum achievable rates for the transmission of two layers over
a Gaussian channel with SNR γ, and power ratio of the
enhancement layer equals ε.

Γ1(x, ε) =
x− 1

1− εx
, (3a)

Γ2(x, ε) =
x− 1

ε
. (3b)

Also, we use the functions in (3) to denote the information-
theoretic minimum SNR threshold that is required in order to
be able to decode two layers over a Gaussian channel with x
a function of the layer rate as will be explained in the sequel,
and ε is the power ratio allocated to the enhancement layer.

In this paper, our objective is to maximize the expected
user satisfaction determined by the utility function U(R̄).
The utility function U(R̄) can be flexibly defined to employ
many special cases such as minimizing the expected distortion
of a Gaussian source or maximizing the expected rate. The
optimization problem is to optimally allocate the power among
the two layers such that the expectation of the utility function
E[U(R̄)] is maximized. The expectation of the utility function
can be described as

E
[
U(R̄)

]
= U(R1).Pd1 + U(R1 +R2).Pd2, (4)

where Pd1 and Pd2 are defined as

Pd1 ≡ Pr (Destination can decode L1 only) , (5a)
Pd2 ≡ Pr (Destination can decode both L1 and L2) . (5b)

These probabilities can be characterized as

Pd1 = Pd1|r0.Pr0 + Pd1|r1.Pr1 + Pd1|r2.Pr2. (6)

Similarly, we have

Pd2 = Pd2|r0.Pr0 + Pd2|r1.Pr1 + Pd2|r2.Pr2, (7)

where the following notations are used

Pr0 ≡ Pr (Relay cannot decode L1 and L2) , (8a)
Pr1 ≡ Pr (Relay can decode L1 only) , (8b)
Pr2 ≡ Pr (Relay can decode both L1 and L2) (8c)



Pd1|r0 ≡ Pr (Destination can decode L1 only|Relay
cannot decode L1 and L2) , (9a)

Pd1|r1 ≡ Pr (Destination can decode L1 only|Relay
can decode L1 only) , (9b)

Pd1|r2 ≡ Pr (Destination can decode L1 only|Relay
can decode both L1 and L2) (9c)

Pd2|r0 ≡ Pr (Destination can decode both L1

and L2|Relay cannot decode L1 and L2) ,
(10a)

Pd2|r1 ≡ Pr (Destination can decode both L1

and L2|Relay can decode L1 only) , (10b)
Pd2|r2 ≡ Pr (Destination can decode both L1

and L2|Relay can decode both L1 and L2) (10c)

Notice that Pri depends on γsr while Pdi|rj depends on γsd
and γrd. We assume that the channels are fading independently.

The main optimization problem is

max
α2,β2

E[U(R̄)], subject to (11a)

0 ≤ α2 ≤ 1, 0 ≤ β2 ≤ 1, (11b)

where α1 and β1 are equal to

α1 = 1− α2, β1 = 1− β2 (12)

The first step to solve (11) is to find the probability that the
destination is able to decode only layer L1 correctly, then find
the probability that the destination is able to decode both layers
L1 and L2 correctly. These two probabilities will be substituted
in (4), and then it is required to find optimal power ratios α2

and β2 to solve (11) using “random search” numerical method.

III. CHARACTERIZING THE SUCCESSFUL DECODING
PROBABILITIES

A. Successful Decoding Probabilities at the Relay

Pr0 = Pr

(
R1 >

1

2
C1(γsr, α2)

)
(13a)

= Pr
(
γsr < Γ1(22R1 , α2)

)
(13b)

= Fsr

(
Γ1(22R1 , α2)

)
(13c)

where Fsr denoted the cumulative distribution function (CDF)
of γsr.

Pr1 = Pr

(
R1 ≤

1

2
C1(γsr, α2) and R2 >

1

2
C2(γsr, α2)

)
(14a)

= Pr
(

Γ1(22R1 , α2) ≤ γsr < Γ2(22R2 , α2)
)

(14b)

= Fsr

(
max

(
Γ1(22R1 , α2),Γ2(22R2 , α2)

))
− Fsr

(
Γ1(22R1 , α2)

)
(14c)

The maximum of Γ1(22R1 , α2) and Γ2(22R2 , α2) is
taken in order to take into consideration the cases when
Γ2(22R2 , α2) < Γ1(22R1 , α2). In this case, the probability of
decoding L1 only is zero.

Pr2 = Pr

(
R1 ≤

1

2
C1(γsr, α2) and R2 ≤

1

2
C2(γsr, α2)

)
(15a)

= Pr
(
γsr ≥ max

(
Γ1(22R1 , α2),Γ2(22R2 , α2)

))
(15b)

= 1− Fsr

(
max

(
Γ1(22R1 , α2),Γ2(22R2 , α2)

))
(15c)

B. Case: The Relay cannot decode any Layer

Next, we characterize the conditional probabilities starting
with the case when the relay is not able to decode any layer.
In this case, the source re-transmits L1 and L2 using new
codewords and with the same power ratios α1 and α2.

Pd1|r0 = Pr (R1 ≤ C1(γsd, α2) and R2 > C2(γsd, α2)) (16a)

= Pr
(

Γ1(2R1 , α2) ≤ γsd < Γ2(2R2 , α2)
)

(16b)

= Fsd

(
max

(
Γ1(2R1 , α2),Γ2(2R2 , α2)

))
− Fsd

(
Γ1(2R1 , α2)

)
(16c)

Pd2|r0 = Pr (R1 ≤ C1(γsd, α2) and R2 ≤ C2(γsd, α2)) (17a)

= Pr
(
γsd ≥ max

(
Γ1(2R1 , α2),Γ2(2R2 , α2)

) )
(17b)

= 1− Fsd

(
max

(
Γ1(2R1 , α2),Γ2(2R2 , α2)

))
(17c)

C. Case: The Relay can decode Only One Layer

In this case when the relay can decode only L1, it transmits
only this layer using a new codeword in the second time slot.
Therefore, L1 is allocated the full power of the relay in this
case.

Pd1|r1 = Pr
(
R1 ≤

1

2
C1(γsd, α2) +

1

2
C2(γrd, 1)

and R2 >
1

2
C2(γsd, α2)

)
(18)

The region defined by the condition R1 ≤ 1
2C1(γsd, α2) +

1
2C2(γrd, 1) can be characterized in terms of γsd and γrd as

γrd ≥ max

(
0,Γ2

(
22R1(1 + α2γsd)

1 + γsd
, 1

))
(19)

Equivalently, this region can be characterized as

γsd ≥ max

(
0,Γ1

(
22R1

1 + γrd
, α2

))
(20)

Furthermore, the condition R2 >
1
2C2(γsd, α2) is equiva-

lent to
γsd < Γ2

(
22R2 , α2

)
(21)



Therefore, based on (19) and (21), we can write (18) as

Pd1|r1 =

∫ Γ2(22R2 ,α2)

0

fsd(γsd)

∫ ∞
ω(γsd)

frd(γrd)dγrddγsd

(22a)

=

∫ Γ2(22R2 ,α2)

0

fsd(γsd) (1− Frd (ω(γsd))) dγsd,

(22b)

where ω(γsd) is defined as

ω(γsd) = max

(
0,Γ2

(
22R1(1 + α2γsd)

1 + γsd
, 1

))
(23)

Equivalently, based on (20) and (21), we can write (18) as

Pd1|r1 =

∫ ∞
0

frd(γrd)

∫ Γ2(22R2 ,α2)

ζ(γrd)

fsd(γsd)dγsddγrd, (24)

where ζ(γrd) is defined as

ζ(γrd) = min

(
Γ2

(
22R2 , α2

)
,max

(
0,Γ1

(
22R1

1 + γrd
, α2

)))
(25)

In a similar way, we can obtain Pd2|r1

Pd2|r1 = Pr
(
R1 ≤

1

2
C1(γsd, α2) +

1

2
C2(γrd, 1)

and R2 ≤
1

2
C2(γsd, α2)

)
(26a)

=

∫ ∞
Γ2(22R2 ,α2)

fsd(γsd) (1− Frd (ω(γsd))) dγsd, (26b)

where ω(γsd) is defined in (23). For the sake of brevity, we
do not show the equivalent expressions to characterize Pd2|r1.

D. Case: The Relay can decode Both Layers

When the relay can decode both layers, it forwards both
layers using power ratios β1 and β2, respectively. The condi-
tional probabilities in this case are characterized as follows.

Pd1|r2 = Pr
(
R1 ≤

1

2
C1(γsd, α2) +

1

2
C1(γrd, β2) and

R2 >
1

2
C2(γsd, α2) +

1

2
C2(γrd, β2)

)
(27)

The region defined by the condition R1 ≤ 1
2C1(γsd, α2) +

1
2C1(γrd, β2) can be characterized in terms of γsd and γrd as

γrd ≥ max

(
0,Γ1

(
22R1(1 + α2γsd)

1 + γsd
, β2

))
(28)

Equivalently, this region can be characterized as

γsd ≥ max

(
0,Γ1

(
22R1(1 + β2γrd)

1 + γrd
, α2

))
(29)

Similarly, the region defined by the condition R2 >
1
2C2(γsd, α2) + 1

2C2(γrd, β2) can be characterized in terms of
γsd and γrd as

γrd < max

(
0,Γ2

(
22R2

1 + α2γsd
, β2

))
(30)

Equivalently, this region can be characterized as

γsd < max

(
0,Γ2

(
22R2

1 + β2γrd
, α2

))
(31)

Therefore, based on (28) and (30), we can write (18) as

Pd1|r2 =

∫ Γ2(22R2 ,α2)

0

fsd(γsd)
(
Frd (max (σ(γsd), ξ(γsd)))

− Frd (σ(γsd))
)
dγsd, (32a)

where σ(γsd) is defined as

σ(γsd) = max

(
0,Γ1

(
22R1(1 + α2γsd)

1 + γsd
, β2

))
, (33)

and ξ(γsd) is defined as

ξ(γsd) = max

(
0,Γ2

(
22R2

1 + α2γsd
, β2

))
(34)

Equivalently, based on (29) and (31), we can write (27) as

Pd1|r2 =

∫ Γ2(22R2 ,β2)

0

frd(γrd)
(
Fsd (max (θ(γrd), φ(γrd)))

− Fsd (θ(γrd))
)
dγrd, (35a)

where θ(γrd) is defined as

θ(γrd) = max

(
0,Γ1

(
22R1(1 + β2γrd)

1 + γrd
, α2

))
, (36)

and φ(γrd) is defined as

φ(γrd) = max

(
0,Γ2

(
22R2

1 + β2γrd
, α2

))
(37)

In a similar way, we can obtain Pd2|r2

Pd2|r2 = Pr
(
R1 ≤

1

2
C1(γsd, α2) +

1

2
C1(γrd, β2) and

R2 ≤
1

2
C2(γsd, α2) +

1

2
C2(γrd, β2)

)
(38a)

=

∫ ∞
0

fsd(γsd)
(

1− Frd

(
max (σ(γsd), ξ(γsd))

))
dγsd

(38b)

where σ(γsd) and ξ(γsd) are defined in (33) and (34). For the
sake of brevity, we do not show the equivalent expressions to
characterize Pd2|r2.

IV. NUMERICAL RESULTS

We present several numerical results in this section with
the assumption that the fading distribution of the channels
follows (1), where the average SNR for the source-relay and
the relay-destination links are m times the average SNR for the
source-destination link. The rates of the two source layers are
respectively 1 and 2 bps/Hz. We consider two different utility
functions; namely, U(R̄) = 1 − 2−2R̄, which corresponds to
minimizing the expected distortion of a Gaussian source and
U(R̄) = R̄, which corresponds to maximizing the expected
total rate at the destination [5].
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Fig. 1. The relative power ratios of the layers at the source versus the average
SNR value of a Rayleigh fading channel with U(R̄) = 1 − 2−2R̄.
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Fig. 2. The relative power ratios of the layers at the relay versus the average
SNR value of a Rayleigh fading channel with U(R̄) = 1 − 2−2R̄.

Figs. 1 and 2 show the relative power ratios of the layers
at the source and the relay respectively, for different values of
m, with the target of minimizing the expected distortion of a
Gaussian source over Rayleigh fading channels. The optimal
power ratios are plotted against the average SNR of the source-
destination channel. It can be seen that for low average SNR
values it is optimal to send only one layer. This is because
the enhancement layer cannot be decoded reliably in this case.
Therefore, it is better to discard it in order to get rid of its
interference on the base layer, which enables the reception of
the base layer at lower SNR values. On the other hand, when
the average SNR is above a certain value, it becomes optimal
to send the two layers. This value for the average SNR is the
same for the source and the relay. It is obvious that as the ratio
m increases, the curves are shifted to the left, which means that
for higher values of m it is optimal to send the two layers for
lower values of the average SNR. This is intuitive because as m
increases, the relay becomes more capable of enhancing the
end-to-end performance, and hence the destination becomes
more capable of decoding the enhancement layer even when
its direct channel with the source has low SNR.
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Fig. 3. The relative power ratios of the layers at the source versus the average
SNR value of a Rayleigh fading channel with U(R̄) = R̄.

Figs. 3 and 4 show the relative power ratios of the layers at
the source and the relay respectively, for different values of m,
with the target of maximizing the expected rate over Rayleigh
fading channels. Since the utility function for maximizing the
rate is linear, the enhancement layer has more importance than
in the case of distortion minimization. Consequently, a higher
ratio of the power is allocated to the enhancement layer in this
case. Furthermore, it becomes optimal to send both layers for
lower values of the average SNR. In comparison, the solution
for minimizing the average distortion gives more importance
to the base layer, and hence it becomes optimal to send both
layers for higher values of the average SNR. That is why the
curves are shifted to the left in Figs. 3 and 4 compared to
Figs. 1 and 2. Moreover, it is obvious that as the the ratio
m increases, the curves are shifted to the left similar to the
distortion minimization case.

In a comparison between relay-assisted transmission and
direct channel with no relay assistance, over Rayleigh fading
channels with different values of m, we can see from Figs. 5
and 6 that there is an obvious gain in the maximum expected
utility when the relay is involved. This is valid for both cases
U(R̄) = 1 − 2−2R̄ and U(R̄) = R̄. Furthermore, as m
increases, the gain with respect to the no-relay case increases
as well, as expected. For the case when m = 1, it can be
seen that the maximum expected utility is close (and maybe
less than) the no-relay case. This is because the channel gains
of the relay channel are not high in this case. Therefore,
the prospected gain due to channel diversity of the relay
channel will be opposed by the multiplexing loss due to the
transmission over two time slots.

V. CONCLUSION

In this paper, we have considered layered source coding
with two layers transmitted using superposition coding at the
transmitter with successive interference cancellation at the
receiver. A relay has been considered to assist the channel
using selection relaying decode and forward strategy. The
random search method has been applied to find the optimal
power allocation at the source and at the relay in order to
maximize the expected user satisfaction that is defined by a
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Fig. 4. The relative power ratios of the layers at the relay versus the average
SNR value of a Rayleigh fading channel with U(R̄) = R̄.
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Fig. 5. The maximized average utility function versus the average SNR value
of a Rayleigh fading channel with U(R̄) = 1 − 2−2R̄.

utility function of the total decoded rate at the destination.
Several numerical examples were obtained for two different
utility functions, which were maximizing the expected rate and
minimizing the expected distortion of a Gaussian source. It has
been shown that it may be optimal not to transmit both layers
for low average SNR values of the channels. In this case, all
the power is allocated to the base layer and the enhancement
layer is discarded. An obvious gain was observed for the relay
channel in comparison with the direct transmission case with
no relay assistance. These gain increases as the ratio between
the average SNR of the source-relay and relay-destination links
to the average SNR of the source-destination link increases.
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