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On Clutter Rank Observed by Arbitrary Arrays
Nathan A. Goodman, Member, IEEE, and James M. Stiles, Senior Member, IEEE

Abstract—This paper analyzes the rank and eigenspectrum
of the clutter covariance matrix observed by space-time radar
systems with arbitrarily configured arrays and varying look
geometry. Motivated by recent applications that suggest use of
nonuniform antenna arrays, a generalized theory of clutter rank
is derived and demonstrated. First, a one-dimensional effective
random process is defined by projecting the measurements ob-
tained by an arbitrary space-time radar system into an equivalent
one-dimensional sampling structure. Then, this projection and the
Karhunen–Loeve representation of random processes are used
to predict clutter rank based on effective aperture-bandwidth
product. Simulated results are used to confirm the theory over
a wide range of scenarios, and along the way, the well-known
Brennan’s rule for clutter rank is shown to be a special case of the
proposed aperture-bandwidth product.

Index Terms—Adaptive radar, radar clutter, radar signal pro-
cessing.

I. INTRODUCTION

I N recent years, the implementation of space-time adaptive
processing (STAP) on platforms that employ nonuniform or

nonlinear arrays has become increasingly prevalent. Circular,
conformal, and distributed array geometries [1]–[5] have all
been considered as possible antenna configurations for STAP.
The goals of these geometries include enabling 360-degree cov-
erage, avoiding degradation of platform aerodynamics, and/or
implementing wide spatial baselines that improve minimum
detectable velocity (MDV).

The matrix that quantifies the correlation between all pairs of
space-time measurements due to reflections from ground clutter
is called the clutter covariance matrix (CCM). The rank of the
CCM (termed clutter rank) affects the amount of data required
to train an adaptive processor as well as the overall detection
performance of the system. Accurate clutter rank estimation is
important for the design of computationally feasible, reduced-
order adaptive processing algorithms. Therefore, characteriza-
tion of clutter rank is an important step for understanding STAP
performance. Clutter rank is well understood for uniform, linear
arrays aligned along the radar platform’s velocity vector and
when the system’s pulse repetition frequency (PRF) is matched
to the antenna element spacing. The equation that governs this
case is called Brennan’s rule [6], [7]. The clutter rank observed
by arbitrary arrays, however, is less well understood.
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Fig. 1. Radar system geometry.

In this paper, a generalization of Brennan’s rule is derived
using the Karhunen–Loeve (KL) representation of random pro-
cesses. First, the space-time clutter measurements are projected
into a one-dimensional sampling structure yielding an effective
one-dimensional random process. Then, we apply the KL ex-
pansion in the limit as the observation interval becomes large
in order to predict the numerical rank of the CCM. The rank
depends on the power spectral density (PSD) of the equivalent
one-dimensional random process and on the overall observation
window of the equivalent one-dimensional sampling structure.

In Section II, we present the radar model and geometry used
in this paper. We also present the space-time measurement pro-
jection mentioned above. In Section III, we discuss the KL foun-
dation for clutter rank and use that foundation to derive a gener-
alized expression for clutter rank. We also show that the gener-
alized expression reduces to Brennan’s rule in the special case
of a uniform, linear array aligned along the radar platform’s ve-
locity vector. In Section IV, we show simulated results that con-
firm our analysis. Last, we make our conclusions in Section V.

II. RADAR MODEL AND MEASUREMENT PROJECTION

A. Signal and Clutter Covariance Model

The assumed radar geometry, shown in Fig. 1, uses the same
conventions as in [7]. The radar system travels in the positive

-direction at velocity, , and the array phase reference at time
zero is located at the origin of the coordinate system. There-
fore, assuming a flat Earth, the -coordinate of all points on the
ground is , where is the altitude of the array phase refer-
ence. The elevation angle is , and the azimuth angle is . The
antenna array is made up of arbitrarily located antenna elements
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all moving with the same -directed velocity. The narrowband
approximation is assumed, which forces the range bins of each
spatial channel to be aligned and is consistent with parameters
typical of moving target indication (MTI) radar modes. For this
paper, the antennas operate coherently on transmit, but all an-
tennas possess their own receivers. Therefore, the gain patterns
of the individual elements on receive are much wider than the
illumination pattern on transmit.

From Fig. 1, the vector defining the position of a point on the
Earth’s surface, , is where denotes the
matrix or vector transpose operation. The effective phase center
on transmit is taken to be the array phase reference, which passes
through the origin at time . The radar system’s velocity
vector is , and the location of a receiver at is
defined as .

The signal received from a point scatterer at position is a
scaled and delayed version of the transmitted signal. Employing
the narrowband assumption in the matched-filtering and down-
conversion steps, the complex signal collected by a receiving
antenna due to a single stationary scatterer is

(1)

where is the field intensity pattern of the transmit array,
is the distance to the range bin under consideration, is
the two-way propagation delay at time to the receiver at posi-
tion , is the point scatterer’s reflection coefficient, and
is the carrier frequency. While (1) represents the signal received
from a single point scatterer, the complete space-time signal is
due to all scatterers within a constant range contour. Using to
denote the iso-range contour of interest, the complete received
signal is

(2)

For simulation purposes, the integration in (2) is approximated.
The iso-range contour is divided in the cross-range dimension
into cells called clutter patches. Then, letting be the
effective reflection coefficient for the clutter patch, a discrete
model for (2) is

(3)

Finally, the radar collects samples of the received waveform at
multiples of the pulse repetition interval (PRI) at each antenna
element. For pulses and antennas, the radar collects
space-time measurements defined by

(4)

where is the position of the antenna element relative to
the array reference and is the instant of the

time sample. The space-time steering vector, , is defined
by stacking the space-time samples of (4)

(5)

which allows the discrete, measured signal to be represented as

(6)

Let the ’s be modeled as independent, circularly complex
Gaussian random variables with variance where

is the expected value operator. The vector is then a multi-
variate Gaussian random variable with (clutter) covariance ma-
trix defined as

(7)

where the superscript H denotes conjugate transpose. Substi-
tuting (6) into (7) and employing the independence assumption,
the CCM is

(8)

Equation (8) will be used to generate the ideal CCMs used to
produce the results in Section IV.

B. Space-Time Measurement Projection

The following measurement projection allows clutter to
be approximated as a one-dimensional random process for
arbitrary, three-dimensional arrays. It also facilitates analysis
of nonsidelooking scenarios.

Under the narrowband approximation, measurements taken
at different points in space and time can be represented as rela-
tive phase shifts that can be expressed as a sum of Doppler and
spatial frequencies. Let the phase history of (1) be

(9)

Then, according to the geometry of Fig. 1, the unit vector
pointing from the array reference to the point at is

(10)

which leads to the following definitions of the Doppler and spa-
tial frequencies

(11)
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In order to arrive at the desired projection, we evaluate the
first-order Taylor expansion of (9) with the derivative taken in
the cross-range direction. Defining as the
central point of illumination on the ground and the point around
which the expansion is performed, the expansion is

(12)

where

(13)

is the gradient operator versus scatterer location and is
the projection of the gradient operator in the cross-range direc-
tion. A unit vector in the cross-range direction can be defined as

(14)

which leads to

(15)

Combining (11)–(15) yields the following expression for the
second term of (12)

(16)

Equation (16) represents the received phase history in the pro-
jected coordinate system. Hence, a new spatial frequency can be
defined as

(17)

a new sampling coordinate system as

(18)

and an approximate phase history of

(19)

Clutter can now be treated as an effective one-dimensional
random process. The power spectral density of the effective
random process is obtained by projecting the average received
power versus position into a function of average power versus

. The new random process is sampled in one dimension at
locations obtained by projecting the original space-time sample
locations into the new coordinate system [8]. These two pro-
jections are defined by (17) and (18), respectively. As with any
Taylor expansion of a function, the resulting expression loses
accuracy when it is evaluated away from the original expan-
sion point. For our application, this implies that the expanded
phase history in (12) or (19) is most accurate for points near
the center of the illumination beam. For processing techniques
based on (19), one should carefully consider the validity of the

first-order Taylor expansion over the range of radar parameters
for the current application. For the analysis in this paper, how-
ever, the related projections in (17) and (18) are used to find
an effective aperture and spectral clutter profile. The accuracy
of the first-order expansion seems to have little or no effect
on the results of Section IV. Furthermore, an analogy can be
made between the first-order projection presented here and other
common first-order approximations such as ignoring range or
Doppler walk. These approximations often allow efficient, ac-
curate characterization of a basic system even if they cannot be
applied in a final processing algorithm.

A comment should also be made concerning the fact that we
have dropped the first term of (12) in the new representation.
This term is evaluated at the expansion point of the Taylor se-
ries. Hence, if the expansion point is chosen near the center of
the illumination beam, the first term contains the center spatial
and Doppler frequencies. For a sidelooking geometry, for ex-
ample, the Doppler shifts returning from the illuminated area
are centered around zero Doppler. If, however, the illumination
pattern is scanned ahead of sidelooking, then the center Doppler
frequency is positive. When the first term of (12) is present, the
one-dimensional random process may be viewed as a bandpass
process with center frequency defined by that first term. By ig-
noring this center-frequency term, we have derived an equiva-
lent baseband representation.

III. CLUTTER RANK

Clutter rank characterizes the severity of ground clutter. High
clutter rank relative to the measurement dimension implies that
most measurement dimensions are required for representation
of the clutter, leaving few clutter-free dimensions available for
moving target detection. On the other hand, low clutter rank rel-
ative to the measurement dimension implies that there are many
dimensions available for moving target detection. Consider the
problem in the following way. If the radar collects inde-
pendent measurements, then moving targets can exist anywhere
in -dimensional space. In some of that space, moving tar-
gets compete with ground clutter. However, we have not yet
characterized how much of the -dimensional space is occu-
pied by clutter, or how powerful the clutter is in those regions.
How do we know if there will be a low-clutter region of the mea-
surement space, and if so, how large will that region be? These
questions are answered by understanding the rank and eigen-
spectrum of the clutter covariance matrix, and the answers to
these questions help to determine MTI performance. Although
expressions for clutter rank exist for specific situations, a gen-
eral description of clutter rank for different look geometries and
array configurations is still needed.

A. Brennan’s Rule

There is one particular set of assumptions where clutter rank
is well understood. If the array elements are aligned along the
velocity vector of the radar and spaced uniformly such that spa-
tial Nyquist sampling is just achieved, and if the PRF is chosen
such that the spacing coefficient, [7], is an integer,
then clutter rank, , follows Brennan’s rule [6], [7]:

(20)
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where is the number of array elements and is the number
of transmitted pulses. Equation (20) is proved by counting the
number of unique measurements obtained by the radar [7].
Because is an integer, some measurements are repeated,
and it is trivial to count the number of unique measurements.
Unique measurements contribute nonzero eigenvalues to the
CCM while redundant measurements each contribute a zero
eigenvalue. Therefore, if the eigenvalues of the CCM are
plotted in decreasing order, there is a sharp transition between
nonzero and zero eigenvalues that can be interpreted as the
rank of the CCM. Unfortunately, the assumptions necessary
for Brennan’s rule to be strictly valid do not usually apply
in practice although it has been shown in [7] that Brennan’s
rule can be approximately correct when the assumptions are
relaxed. Klemm [9]–[12] has also studied clutter rank under
similar conditions.

B. The Synthetic Aperture-Bandwidth Product

While Brennan’s rule is useful for estimating clutter severity
for sidelooking scenarios, a more general clutter characteriza-
tion is desirable. Sidelooking scenarios are not the only sce-
narios of interest, and the unique-measurement approach that is
the foundation of Brennan’s rule is not applicable to arbitrarily
configured arrays.

In [13], the number of unique signals observed by an array over
multiple pulses was shown to depend on the spatial bandwidth of
the signals impinging on the array and the total observation time
from the arrival of the first pulse at the first array element to the
arrival of the last pulse at the last element. In other words, the
rank of the measurements depended on the observed time-band-
width product, which is known as the Landau–Pollak theorem
[14]. In fact, Brennan’s rule can be obtained from the time-band-
width product for the special case of Nyquist spatial sampling
[15]. For element spacing, , and full azimuth illumination, the
spatial bandwidth, , is . The length of the synthetic aper-
ture, , created by the moving array is
(the factor of two comes from the fact that both the transmitting
and receiving phase center move, yielding an effective motion
that is twice the real motion). Applying the spatial bandwidth
and the synthetic aperture to the Landau–Pollak theorem yields

(21)

Recognizing the usual definition of yields Brennan’s rule.
Therefore, Brennan’s rule is a form of the received time-band-
width product, which for Nyquist spatial sampling and integer

also happens to be the number of unique measurements
collected.

Here, we generalize clutter rank using the KL expansion of a
random process. The KL expansion represents a random process
with a weighted sum of orthonormal functions with uncorrelated
coefficients. The orthonormal functions are the solutions to the
integral equation

(22)

where the ’s and ’s are the eigenvalues and eigenfunc-
tions of (22) and is the covariance function of the
random process . Two interesting properties of the eigen-
values and eigenfunctions of the KL expansion will be exploited
[16], [17]. First, when a stationary, bandlimited (bandwidth

) random process is observed over a finite aperture , there
are approximately significant eigenvalues. Second,
when the random process is stationary and the observation
aperture is large, the eigenfunctions become evenly spaced
sinusoids with corresponding eigenvalues proportional to the
process’ PSD at that frequency. Each time-limited sinusoidal
eigenfunction has an approximate bandwidth of . It
is then easy to see that it takes sinusoids of width

to span the bandwidth .
This asymptotic relationship between the eigenvalues, eigen-

functions, and PSD of the random process allow a more pre-
cise definition of clutter rank. Let clutter rank be defined as the
number of eigenfunctions necessary to represent a fraction, ,
of the total received clutter power. Thus, is defined as

(23)

where is the PSD of the random process, is the
average clutter power within the subband , and is the
total average clutter power. The number of eigenfunctions, ,
necessary to span the subband is the aperture-bandwidth product
plus one

(24)

where is the length of the observation interval over which the
clutter random process must be represented and the interval over
which the eigenfunctions are defined. Using (23), the average
power within a specified bandwidth can also be written as a
summation of the first eigenvalues of the CCM

(25)

If, for example, we desire to define clutter rank as the number
of measurement dimensions necessary to represent 95 percent
of the expected clutter power, the clutter PSD and (23) can be
used to determine the required subband bandwidth, . Then,
the length of the observing interval and (24) can be used to find
the required number of dimensions.

The measurement project of Section II is required in order to
apply the aperture-bandwidth product to arbitrary array config-
urations and nonsidelooking configurations. In these cases, an
effective PSD is obtained by projecting the cross-range clutter
power profile onto the frequency axis . Likewise, the obser-
vation aperture is obtained by projecting the original space-time
measurement locations into the effective coordinate axis . Ex-
amples of this procedure are presented in Section IV.

C. Sampling Effects

The aperture-bandwidth product defined above applies to a
continuous observation window or aperture, but the STAP signal
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model describes data sampled in space and time. Some of the
effects of sampling in space and time are discussed in the fol-
lowing. The discussion is separated into two cases: periodic
sampling and nonperiodic sampling. When the effective sam-
pling structure is periodic, spectral aliasing can occur. When the
structure is nonperiodic, aliasing does not occur, but the sam-
pling density affects the clutter analysis.

1) Periodic Sampling: Periodic sampling occurs when pro-
jection of the physical space-time sample locations onto the ef-
fective coordinate system results in uniformly spaced samples.
For example, when spatial samples are separated along the radar
velocity vector with inter-element spacing equal to half the dis-
tance traveled by the radar during a PRI, the DPCA
condition occurs. In this case, some samples overlap precisely
and can be considered as a single effective sample. In general,
periodic sampling occurs most often when uniformly spaced an-
tennas are aligned along the direction of travel and either or

is an integer; however, other situations can lead to periodic
sampling as well.

Because of the uniform sampling interval, aliasing can occur
when the effective illuminated bandwidth is larger than the ef-
fective sampling rate. Let be the bandwidth of the clutter
random process in the effective coordinate system. Aliasing oc-
curs when . Whether aliasing is present or
not, the aperture-bandwidth product applies, but the maximum
bandwidth that can be used in the aperture-bandwidth product
is . When aliasing is present, the clutter eigenvalues will take
on values of the aliased PSD rather than the true PSD. That is,
the clutter PSD that must be used in (23) is obtained by folding
the unaliased PSD into the range .

2) Nonperiodic Sampling: Nonperiodic sampling occurs
when the projected samples are not uniformly spaced, such
as might occur for arbitrarily configured arrays. To facilitate
this discussion, let the average distance between samples in
the effective coordinate system be denoted by ,
the average sampling rate be , and the number of
measurements be . Several cases of different sampling
density are considered in the following.

First, consider the case where . In this case, the
average sampling rate satisfies the Nyquist rate, and the syn-
thetic-aperture analysis can be applied directly. In the results
shown in Section IV, it will be observed that the synthetic-
aperture analysis seems to be most accurate for .
In this situation, the analysis is very accurate because the av-
erage sampling rate easily exceeds the Nyquist rate, resulting
in well-defined sinusoidal eigenfunctions that accurately repre-
sent the random process. For cases where the average sampling
rate barely exceeds the Nyquist rate, the eigenvalues follow the
PSD less closely because the sampling is less dense and the si-
nusoidal eigenfunctions are less well defined.

Next, consider the case where . This can occur
when either the effective temporal sampling is much larger than
the effective array size or when the effective spatial sampling is
much larger than the synthetic aperture of individual antennas.
The second possibility, known as the distributed-array case, is
more likely and implies that the clutter measurements collected
by different antennas are uncorrelated due to their large separa-
tion. The CCM then becomes a block-diagonal matrix, and the

TABLE I
STAP SIMULATION PARAMETERS

eigenvalues of the CCM are the eigenvalues of the individual
blocks. Therefore, the clutter rank of the full system is equal
to the sum of the temporal clutter ranks for the individual an-
tennas. Furthermore, since the effective temporal sampling will
be the same for each antenna, the eigenvalues of each block in
the CCM are identical. If is the clutter rank due to a single
antenna, then the overall system clutter rank will be .

For distributed arrays, since the data samples from adjacent
antennas do not overlap, there are no opportunities for forcing
redundant measurements in this situation, and clutter energy
will fill all dimensions of the measurement space unless the ef-
fective clutter bandwidth is severely limited by a very narrow
transmit pattern. Hence, space-time filtering is unlikely to yield
much benefit in this situation.

IV. RESULTS

The results in this section compare the eigenvalues of the
ideal CCM to the PSD underlying the random process. The
power represented by the eigenvalues is also compared to the
theoretical power within a specified bandwidth obtained by inte-
grating the PSD. Sidelooking, periodically sampled systems are
considered first. Then, nonperiodic systems are evaluated fol-
lowed by two nonsidelooking simulations. The distributed-aper-
ture case is considered last.

A standard three-dimensional STAP simulation was devel-
oped. The simulation divides a constant range ring into many
clutter patches. The spatial and Doppler frequencies of each
patch are determined, and the space-time steering vectors are
computed using (5) and (9). The ground was assumed to be ho-
mogeneous within the range bin under consideration; therefore,
the shape of the clutter power density as a function of cross-
range was controlled by the transmit illumination pattern [see
(8)], which for this analysis was assumed to be in the shape of a
hanning function. The width of the transmit pattern was varied
in order to implement varying illumination bandwidth. An illu-
mination pattern with sidelobes can also be used if the power
fraction in (23) is computed over a disjoint frequency band in
order to represent the most clutter power possible within the al-
located subband. Additional simulation parameters are provided
in Table I. In the following figures, theoretical curves were gen-
erated via the aperture-bandwidth theory proposed in this paper



GOODMAN AND STILES: ON CLUTTER RANK OBSERVED BY ARBITRARY ARRAYS 183

Fig. 2. Theoretical and simulated clutter eigenvalues for sidelooking, periodic
case.

while simulated curves refer to results obtained by simulating
the ideal CCM of (8).

Results from the first simulation are shown in Fig. 2. For this
simulation, the antennas were place in a uniform, linear array
aligned with the radar velocity vector. The antenna spacing was
matched to the radar PRF such that . The transmit il-
lumination was focused in a sidelooking configuration with an
absolute beamwidth spanning 14 . With this beamwidth and
the parameters in Table I, no aliasing occurs. The descending
plots in Fig. 2 compare the single-sided PSD and the eigen-
values of the CCM. It is seen that the eigenvalues follow the
PSD curve very closely. The ascending curve with scale shown
on the right side of the graph show the average power within a
specified bandwidth as well as the power contained within the
first eigenvalues where is defined in this case
as a baseband bandwidth from zero to the value shown on the
horizontal axis. The factor of two is present because the PSD is
symmetric; hence, each eigenfunction represents energy from
both sides of the PSD with separation between sinusoids equal
to . In this and subsequent figures, only every fifth data
point is displayed on the simulated curves to improve clarity.

As an example, the 95-percent point on the power fraction
curve of Fig. 2 corresponds to . Hence, 95 percent of
the clutter power is contained within the two-sided bandwidth

. For a sidelooking, uniform linear array with ,
the effective observation aperture is

, and the aperture bandwidth product is
. Note that Brennan’s rule predicts

. The reason for the difference is that
we have applied the aperture-bandwidth product to predict the
clutter dimension necessary for representing 95% of the clutter
power rather than 100%. If the full clutter bandwidth of

is used, then the aperture-bandwidth product also predicts
.

Fig. 3(a) shows the results when aliasing is introduced by
increasing the illumination beamwidth to 22 . The eigen-
spectrum exhibits a sharp cutoff at the folding frequency

Fig. 3. (a) Theoretical and simulated clutter eigenvalues for sidelooking, peri-
odic case with aliasing. (b) Close-up of the eigenvalues in Fig. 3(a).

corresponding to the uniform sampling interval. The eigen-
spectrum follows the aliased PSD, which is shown more clearly
by the close-up of Fig. 3(b). The aliased PSD is flatter than the
unaliased PSD due to the spectral tails that fold back into the
spectrum.

Next, we consider the case of nonuniform sampling obtained
by randomly perturbing the average antenna locations in the -,

-, and -directions. For this geometry, the effective observa-
tion aperture is obtained using the data projection of (18). Fig. 4
shows results for a sidelooking case where the average antenna
spacing in the along-track direction is equal to twice the dis-
tance traveled by the radar in a single PRI. Hence, it can be
said that the average value, , is equal to unity. The abso-
lute beamwidth has again been set to 14 . This is the densely
sampled case of nonuniform sampling and leads again to good
agreement between the theoretical and simulated eigenvalues.
In fact, the plot is nearly identical to Fig. 2, which again con-
firms the previous assertion that Brennan’s rule is equivalent to
the aperture-bandwidth product when the underlying sampling
satisfies the Nyquist rate.

Fig. 5 shows results when the average along-track antenna
spacing is increased such that . Despite the increased
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Fig. 4. Theoretical and simulated clutter eigenvalues for sidelooking,
nonperiodic case.

Fig. 5. Theoretical and simulated clutter eigenvalues for sidelooking,
nonperiodic case with increased antenna spacing.

spacing, the average sampling rate is still greater than the illu-
minated bandwidth by a factor of about 1.25. However, there
is much less overlap between the effective samples of adjacent
antennas, which creates some discrepancy between the largest
predicted and simulated eigenvalues. Also, note the increased
number of simulated data points in Fig. 5 compared to Figs. 2
and 4. This occurs because the increased antenna spacing has
increased the length of the effective aperture. The increased
aperture increases the aperture-bandwidth product, which, in
turn, requires more eigenfunctions than before to span the same
bandwidth.

When the average antenna separation in the along-track di-
rection is further increased such that and the av-
erage sampling rate is approximately 1.1 times the illuminated
bandwidth, the theoretical and simulated curves actually seem
to converge again. This result, shown in Fig. 6, is apparently
due to the fact that the samples from adjacent antennas overlap
by only a small amount. Hence, the effective sampling struc-
ture has long intervals of uniform sampling determined by the

Fig. 6. Theoretical and simulated clutter eigenvalues for sidelooking, nonperi-
odic case with antenna spacing on the order of the length of a temporal synthetic
aperture.

Fig. 7. Visualization of the clutter PSD projection.

constant PRI. When the samples transition from those of one
antenna to another, there is a single nonuniform shift due to the
random antenna spacing, followed by another long interval of
uniform sampling. The result is a long observing aperture with a
quasi-uniform sampling structure that satisfies the Nyquist rate;
consequently, the eigenfunctions are well-defined sinusoids and
the proposed theory is accurate. The proposed theory seems to
be least accurate for moderate antenna spacing where the syn-
thetic apertures of adjacent antennas overlap enough to make
the sampling structure appear nonuniform but not enough to
make the effective sampling rate much larger than the illumi-
nated bandwidth. Note also that the number of data points in
the simulated curves have again increased due to the increased
number of eigenfunctions needed to span the specified clutter
bandwidth.

Next, we evaluate two forward-looking scenarios since the
data projection derived in Section II was partly motivated by its
ability to handle nonsidelooking configurations. Fig. 7 shows
a two-dimensional hanning transmit pattern and an iso-range
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Fig. 8. Theoretical and simulated clutter eigenvalues for forward-looking,
nonperiodic case.

Fig. 9. Theoretical and simulated clutter eigenvalues for forward-looking,
nonperiodic case with increased antenna spacing.

contour that cuts through the peak of the pattern. The subplot
shows the effective one-dimensional PSD that results from pro-
jecting the cross-range power profile into the effective coordi-
nate system. While it is obvious that the structure of the resulting
PSD is simply the transmit pattern along the iso-range contour,
the projection of (17) properly scales the frequency axis such
that it agrees with the units of the projected sampling structure.

When the scenario depicted by Fig. 7 is analyzed, the
resulting eigenspectrum is shown in Fig. 8. The theoretical
and simulated curves agree very well and resemble the corre-
sponding sidelooking case shown in Fig. 4. When the antenna
beamwidth is widened in the forward-looking case such that
the ratio of average sampling rate to illuminated bandwidth is
approximately 2.5, the results are shown in Fig. 9. The results
in Fig. 9 are not as accurate as in Fig. 8, which is reminiscent
of how the results of Fig. 5 were not as accurate as the results
in Fig. 4. In both Figs. 8 and 9, the average antenna spacing in
the along-track direction was such that .

Fig. 10. Theoretical and simulated clutter eigenvalues for sidelooking,
nonperiodic, distributed-array case.

The aperture-bandwidth analysis of clutter rank has been
shown to be accurate for periodic and nonperiodic sampling
and for sidelooking and nonsidelooking configurations. Next,
we consider cases of large antenna separation that cause the
overall effective sampling rate to be less than the illuminated
bandwidth. When this occurs, the effective sampling structure
can have large gaps without any space-time samples. These
gaps, in turn, can cause the effective aperture length to be
overestimated. Fig. 10 shows the eigenspectrum results for
the distributed-array scenario. The inset in Fig. 10 depicts the
effective sampling structure of the distributed, arbitrary-array
system and shows the five distinct regions of sampling corre-
sponding to the synthetic apertures of individual antennas. The
gaps in the sampling structure show that the synthetic apertures
of adjacent antennas do not overlap.

In order to correctly predict the eigenvalue spectrum, the
aperture length, , used in the analysis must be the sum of the
aperture lengths of each antenna. For nonoverlapping apertures
in a sidelooking configuration, the total effective aperture is
easily calculated as , which is the maximum
attainable. If the distance between the first and last effective
samples is used, the theoretical curves will be incorrectly scaled
in the horizontal dimension.

Another way to consider the distributed case is to consider
the block diagonal structure of the CCM. If the data samples
taken by adjacent antennas do not overlap, then the correlation
between data samples taken on different antennas approaches
zero and the CCM becomes block diagonal. Since the eigen-
values of a block diagonal matrix are equal to the eigenvalues
of the blocks, we can consider the eigenvalues of each block
independently. When there is no Doppler aliasing, then the
temporal data samples of each antenna form a uniformly
sampled data system with no aliasing of the PSD. Hence,
the aperture-bandwidth product applies where the aperture is
defined by the effective temporal aperture of the single antenna.
Then, the eigenvalues of the temporal covariance matrix for
each antenna follow the shape of the PSD, but are scaled in
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power by . When the eigenvalues from all antennas are
combined, the clutter PSD is fully and accurately represented.

Finally, we mention the case of a distributed array and an
illumination bandwidth that exceeds the sample rate defined
by the minimum interval between any two effective samples.
For the sidelooking distributed array with nonoverlapping syn-
thetic apertures, for example, this minimum interval is .
If the illuminated bandwidth exceeds , then the aper-
ture-bandwidth product exceeds the dimension of the CCM.
Hence, the eigenfunctions cease to be well-defined sinusoids
and the proposed theory breaks down. In this case, clutter power
spans the entire measurement space, making space-time filtering
ineffective.

V. CONCLUSIONS

One prerequisite for performing moving target indication is
that there must be measurement degrees of freedom available
after rejection of ground clutter. This requirement means that
clutter cannot occupy the entire measurement space, or that the
number of significant eigenvalues of the clutter covariance ma-
trix must be less than the matrix’s dimension. In other words,
clutter rank must be less than the number of measurements.

In traditional space-time processing, clutter rank is held
below the number of measurements through the use of periodic
time sampling and periodic, Nyquist spatial sampling. Under
ideal conditions, this approach leads to a number of unique
measurements of clutter that is well below the total number
of measurements collected. For arbitrarily-configured arrays,
however, current methods of clutter rank prediction do not
apply. We feel that the analysis presented in this paper can be
useful to the design and analysis of STAP systems employing
arbitrary arrays.

In this paper, we have presented a generalized method of esti-
mating clutter rank. This method is based on an equivalent data
projection and on the KL representation of a random process.
We have presented the theoretical foundation for such an ap-
proach to clutter rank, and we have presented simulated exam-
ples that span a wide range of array configurations, transmit
beamwidths, and look geometries.
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