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Abstract:  We describe a novel method to track targets in a large field
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of view onto a common focal plane. Sub-field encoding enatdeget
tracking by creating a unique connection between targetackeristics
in superposition space and the target's true position ih space. This
is accomplished without reconstructing a conventionalgenaf the large
field of view. Potential encoding schemes include spatii, sbtation, and
magnification. We discuss each of these encoding schemethédmain
emphasis of the paper and all examples are based on onesiimalspatial
shift encoding. System performance is evaluated in termtsvofcriteria:
average decoding time and probability of decoding error.stugly these
performance criteria as a function of resolution in the ey scheme
and signal-to-noise ratio. Finally, we include simulat&md experimental
results demonstrating our novel tracking method.
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1. Introduction

There are numerous applications that require visible aridfrared surveillance over a large
field of view (FOV). The requirement for large FOV frequerdlyses in the context of security
and/or situational awareness applications in both mylitanrd commercial domains. A common
challenge associated with large FOV concerns the high ¢tst oequired imagers. Imager cost
can be classified into two categories: sensor costs andf#its costs. Sensor costs such as
focal plane array (FPA) yield (i.e., related to pixel coumtectrical power dissipation, trans-
mission bandwidth requirements (e.g., for remote wiretggdications), etc. all increase with
FOV. Some of these scalings are quite severe, with process fgr example increasing ex-
ponentially with FOV. Optics costs such as size (i.e., tottk), complexity (e.g., number of
elements and/or aspheres), and mass also increase ndylinga FOV; however, these costs
are somewhat more difficult to quantify without undertakiétegailed optical designs. However,
to illustrate the point consider two commercial lenses f@amon: the Canon EF 14mm f/2.8L
I USM and the Cannon EF 50mm /1.8 Il lenses. The former is@evangle lens (FOV =114
degrees) while the latter is a standard-angle lens. The-andge lens requires more optical
elements and a sophisticated design to maintain resolatienthe field of view. As a result,
the wide-angle lens uses 14 optical elements and weightgdbs while the standard-angle
lens uses 6 optical elements and weights 130 grams.

We note that the various costs associated with a convehappaoach to wide-FOV imaging
often prohibit deployment of such imagers on platforms déiiest. For example, the high
mass cost together with the electrical power and bandwid#itscof conventional widefield
imagers, restrict their application on many UAV platforriiierefore, the motivation of the
work reported here is to reduce the various costs of wideBealdeillance, thus making it
feasible for more widespread deployment.

One typical solution to this problem involves the use of oarFOV pan/tilt cameras whose
mechanical components often come with the associated obstsreased size, weight, and
power consumption. The panftilt solution also sacrificagtionious coverage in exchange for
reduced optical complexity. In most traditional approachiee goal in such problems is to
reconstruct the scene of interest.

Many imaging applications, however, do not require the potion of a traditional image
representation (i.e., a pretty picture) suitable for huro@msumption. In these so-called task-
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specific imagers, it is the effectiveness of the exploitatdgorithm operating on the sensor
output that determines overall system performance. Fomplg an access control imager
(e.g., fingerprint sensor) may never provide image data ifaral inspection. The success of
this imager is entirely determined by how well it facilitateeliable matching (e.qg., fingerprint
recognition). Another example is tracking, in which measuimage data is used to identify
target locations. The success of this imager is determimgdhy the accuracy of the target
positions that emerge from the associated postprocesjagthm (e.g., Kalman filter [1]).

Task-specific imagers can often be compressive, in thatrégyire many fewer measure-
ments than the native dimension of the object space. Cosipecisnaging has emerged as a
promising paradigm for improving imager performance andéducing imager resources [2],
[3], [4], [5]. As a special case of compressive sensing, aasgive imaging benefits from many
important recent theoretical results from that domain[[g}, The goal of this paper is to apply
concepts from compressive sensing and task-specific ipdgithe problem of continuously
tracking targets over a large FOV. Toward this end we progoskass of task-specific mul-
tiplexed imagers to collect encoded data in a lower-dinmm@radimeasurement space we call
superposition space and develop a decoding algorithmringkd targets directly in this super-
position space. We discuss the multiplexed imagers in tle gextion. For now, we assume
that we have this ability and briefly explain the basic idehihe superposition space tracking,
which is the main focus of this paper.

We begin by treating the large FOV as a set of small sub-FO¥ofdt sub-regions of
the large FOV). All sub-FOVs are simultaneously imaged antmommon focal plane array
(FPA) using a multiplexed imager. The multiple lens systdrRig. 1 is a schematic depiction
of this operation. Lens shutters can also be used to contrettver individual sub-FOVs are
turned on though for clarity the shutters are not drawn in Fig. 1. Treasurement therefore
is a superposition of certain sub-FOVs. A key feature of oarkws applying a unique encod-
ing for each sub-FOV, which facilitates target trackingedity on the measured superimposed
data. Potential encoding schemes include (a) spatial éhjftotation, (c) magnification, and/or
combinations of these. These encoding methods are scluathatiepicted in Fig. 2.

focal plane
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Full field of view
— y Pandiltoperation  Mutliplexed
Superposition with openingone operation
all shutters open shutterat a time.

3x3 lenslet array

Fig. 1. Multiple lenses camera capable of performing both pan/tilt and muiiglepera-
tions.

Encoding via spatial shifts is perhaps the easiest encalihgme to visualize; therefore,
we use this scheme for the demonstrations and performasoéis@resented in this paper.
In spatial-shift encoding, each sub-FOV is assigned a shih that it overlaps adjacent sub-
FOVs by a specified, unigue amount. These spatial shifts eamb dimensional (1-D) or two
dimensional (2-D). In the 1-D case, the large FOV is subef#idi along one dimension into
smaller sub-FOVs. In the 2-D case, as illustrated in Fig,2(e)full FOV is sub-divided in two
orthogonal directions. Therefore, the 2-D case can be fitooigas two separable 1-D cases
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with decoding information shared between the two.

Rotational encoding (Fig 2(b)) assigns different rotagitmeach sub-FOV such that a target
undergoes an angular shift in the superimposed image witeosises between two sub-FOVSs.
The rotational difference between any two adjacent sub<$-@Nist be unique. In a similar
manner, as shown in Fig 2(c), magnification encoding assigmsique magnification to each
sub-FOV such that changes in the target's apparent sizeecasdu to properly determine its
location.

In this work we focus on 1-D spatial shift encoding due to @ktive ease of implementa-
tion, easier visualization and proof-of-concept explanmgtand its straightforward extension to
the 2-D case. The decoding process refers to the algoritiphreddo determine a target’s true
location in object space. We begin in Section 2 by proposemdiate optical architectures
for multiplexed imagers. In Section 3 we outline the metdogyp for 1-D spatial shift encod-
ing and provide a brief discussion of other encoding tealmdq Section 4 provides proof-of-
concept examples and explanations for the target decodowg@ure while Section 5 contains
demonstration and performance analysis via simulated apérienental data. We make our
conclusions in Section 6.

@) /
~
(<3 L
4 ]
(b) (0

Fig. 2. Schematic representation of encoding schemes: (a) Spatiaftslofdimensional
case shown), (b) rotation, and (c) magnification.

2. Candidate multiplexed optical architectures

Previously we have reported on the capabilities of a novdtiphexed camera that employs
multiple lenses imaging onto a common focal plane [8]. A staiic depiction of this multi-
aperture camera is shown in Fig. 1. Note that each lens caehdedicated shutter (not shown).
In this camera each lens images a separate region (i.e.-B@upwithin the full FOV. By
appropriate choice of shutter configurations, various reafeoperation are possible. In one
such mode all shutters are opened in sequence (one at adimad)ing an emulation of pant/tilt
operation. Another mode of operation allows multiple sénstto be open at a time. This mode
employs group testing concepts in order to measure varigosrgositions of sub-FOVs and
invert the resulting multiplexed measurements to obtaiigh-quality reconstructed image [2],
[9], [10], [3], [11]. The third mode allows all the shutteslie open at the same time resulting
in superposition of all sub-FOVs onto the common FPA.

Another optical implementation is shown in Fig. 3, in whicle wmploy beamsplitter and
mirror combinations to form the superposition measuremerhis configuration reduces the
lens count and avoids the image-plane tilt associated Wwahconfiguration shown in Fig. 1.
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Figure 3(a) shows a setup for two sub-FOVs consisting of algpétter and a movable mirror,
which serves as a building block for a larger system. Thecapfield from the left sub-FOV
(fow) is reflected by the mirror followed by the beamsplitter, &meh is merged with the opti-
cal field from the right sub-FOVf(ow) that has passed through the beamsplitter. The rotation of
the mirror around the-axis results in the translation ébv; along thex-direction in superposi-
tion space, providing a means to control the overlap betWeenand f ov,. Figure 3(b) shows
an assembly of such building blocks, which can superimpioge sub-FOVs. This implemen-
tation will serve as the basis for the experimental resukisgnted later in sub-section 5.4.

A third implementation shown in Fig. 4 further refines theageoposed in the second im-
plementation by using a binary combiner in a logarithmicusege arrangement. If we con-
sider the same eight sub-FOVs as in Fig. 3(b), then this desigws us to access all eight
sub-FOVs, using three stages of single-plate beamsptititeor pairs at each stage, and three
shutters placed on the mirrors. The shutters can be opewleddased in a binary sequence from
000 (all closed) to 111 (all open, superposition operatiompultiplex the eight sub-FOVs onto
the camera. Although the effective aperture of the platerisgditter and mirror combination
increases at each stage, there is an overall reduction iplegity in comparison to the optical
implementation shown in Fig. 3(b). For a general scenarltemthe large angular FOV ig
radians and each angular sub-FOV is givenBoyadians, the number of stages in the binary
combiner is given bys = [log, ¢/B] and the front end effective apertuig required to avoid
vignetting is approximately given by

Ac=2A(1-tany) (1-p) S, (@)
whereA is the aperture of the camera. To obtain this relation betvediective front end aper-
ture and the large angular FOV we fix the plate beamsplitteet@t an angle oft/4 with respect
to the vertical axis and adjust the mirror to the desired awdgipending on the value gf If
we define the angle of the mirror from the vertical toypehen for a givenp, y = (m— @) /4.

This system gives us the ability to employ a camera whoselan&®V is smaller than the
large angular FOV by a factor of2We have discussed the optical scheme in a 1-D setting, but
because the horizontal and vertical directions are sefga@tiension to 2-D is straightforward.

Figure 4 illustrates this design concept with a specific gplamrhe angles are shown in
degrees for this example. The implementation is designedifiit sub-FOVs, each having an
angular range off = 7.5°. For simplicity, the sub-FOVs are assumed to be non-ovpitay
resulting in an angular FOMg) of 60°. The first stage folds®0to —30° angular range onto the
0° to 3¢ angular range. In the second stage the resultifgaB@ular range is further halved
to a 15 range using a plate beamsplitter and a mirror, which are giearof 45 and 525°
from the vertical axis. The third stage again halves tHerdbge to 75° which is the range of a
single sub-FOV. For the third stage the plate beamsplittdmairror angles are 45and 4875°,
respectively. If the sub-FOVs are overlapped, then theeangf the mirrors in each stage can
be adjusted to implement the given overlap.

As the angular FOV at the end of this three-stage binary coenlis reduced by a factor of 2
to 7.5°, we can use a simple lens at the end of this optical setup. Weider the TECHSPEC
MgF2 coated achromatic doublet with a diameter of 12.5mnediodal length of 35mm. Given
A=125mm, using (1) we calculate the front end effective aperfyref the beamsplitter and
mirror combination to be 5.2cm. Since the optical systensdb® imaging we have the same
three-stage binary combiner in the other dimension withstirae effective front end aperture.
In total therefore, we have six plate beamsplitter and micombinations. Assuming, for sim-
plicity, that the beamsplitter and the mirror equally shidwe effective aperture, the lengths of
the plate beamsplitter and the mirror are given(6y2/2)+/2cm and(5.2/2)(2/+/3)cm. The
factors ofv/2 and 21/3 follow from the plate beamsplitter and the mirror being mglas of
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45° and 30 respectively from the vertical axis . Assuming a square &zéoth, the Stage 3
dimensions of the plate beamsplitter aréc3nx 3.7cm and that of the mirror are 3ce3cm.
Also assuming the thickness of the optical glass to be 2mntal@ilate that in Stage 1 the
total volume of glass used by the two pairs (correspondirjfoimaging) of plate beamsplit-
ter and mirror combination is.9cn®. Doing similar calculations for Stages 2 and 3 gives the
volume of glass used to beS&n? and 4cm, respectively. If we take the density of the optical
glass to be Bgm/cnt, the total mass of the log combiner is 49.75gm. The mass ci¢heo-
matic doublet is less than 5gm and hence the weight of thealsystem is about 54.75gm. If
we were to directly use a wide-angle lens to capture an an§@¥ of 60°, then a potential
candidate is Canon’s EF 35mm f/1.4L USM lens. It has an andi of 63, but its mass is
580 gm and it uses 11 optical elements. Therefore, we seagsasf about a factor of 10 for
our proposed multiplexed imager and also reduced opticalpbexity as we are using a sim-
ple, easy-to-design binary combiner and an achromaticldbab opposed to an 11-element
wide-angle lens.

I

L L L L) X
A

— 7

fov, fov

mivrror beamsplitter
y

[amea] | (e
(@) (b)

Fig. 3. Optical setup capable of performing multiplexed operations wittiadshift en-
coding for (a)Ns =2 and (b)Ns = 8

Two practical issues that arise in designing optical systemwolving beamsplitters are vi-
gnetting and transmission loss. Vignetting arises wheretigenon-uniformity in the amount
of light that passes through the optical system for eachepthints in the FOV. This resulting
non-uniformity at the periphery of the superposition deda the potential of increasing false
negatives which in turn can lead to errors in properly logatihe targets. To overcome this
potential problem in the setup shown in Fig. 3, the size ohdamamsplitter should be large
enough to ensure that the angular range subtended by thaspkider at the camera is a strict
upper bound on the angular range of the corresponding sib+FH€ld stops are then used to
restrict the angular range of the beamsplitter to that oktiie FOV. Specifically, for the setup
shown in Fig. 3 and used in Section 5.4, each sub-FOV.95% Aorizontally and 13° verti-
cally while the angular range of the beamsplitter is apprately 3. As a result, vignetting
is avoided. For the binary combiner shown in Fig. 4 vignettis not an issue because (1) is
derived from a vignetting analysis of the binary combinemitve an effective apertu, that
does not block light from any point in the large angular FOV.
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(¢/2)=302  ($/2°)=152  ($/2%)=7.52

Fig. 4. Binary combiner in a log sequence arrangement for multiplexsigh8-OVs each
with an angular range of. 3°.

The second issue has to do with a decrease in throughput dyti¢al “combination loss”
when the light passes through the various stages of the Ipditers. Specifically for the
eight sub-FOV multiplexed imager shown in Figure 3(b) théagh transmission decreases by
(0.5)(0.5)(0.5) = 0.125. This throughput cost, howevendsvorse than that of a narrow-field
imager in a pan-tilt mode which is commonly used to achievedeWwOV [12], [13]. For our
current example the dwell time of a corresponding narrolgd-fimager on each sub-FOV will
be 1/Ns = 1/8 = 0.125 time units. Since the photon count is directly propaoiido the dwell
time, we have the same photon efficiency for both the multgideand wide-field imagers. This
result can be extended to a general casBsa$ub-FOVs where the photon efficiency of both
the multiplexed and wide-field imagers is reduced by a faatdl;. We acknowledge, however,
that for the proposed beam-splitter and mirror-based plaked imagers we have not taken the
component losses, e.g. scattering at the mirror, into adcte assume these losses to be small
in comparison to the photon efficiency. Unlike the beamtgplitnd mirror based multiplexed
imagers, the multiple-lens-based imager shown in Fig. tomrees the disadvantage of loss in
photon efficiency at the expense of a higher optical mass cost

The imagers we have proposed are used to simultaneuoslgerem compress (through
superposition of the sub-FOVs) the data. The subsequentthign then performs target track-
ing by decoding the relevant information from this compegssuperpositon data. In the next
section we discuss in detail the need for encoding and alglaiexthe encoding methodology
with respect to 1-D spatial shifts.

3. Sub-FOV superposition and encoding

As discussed in the Introduction, our goal is to track tageer a large FOV. We suppose this
large FOV to beH distance units in the vertical dimensionWydistance units in the horizontal
(encoded) dimension. The 1-D spatial shift encoding gseiebest understood by considering
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the following three domains or spaces we work with: objeetcsp superposition space, and
hypothesis space.

The object space is the full area on the ground that is agtobfierved by the sensor. For sake
of clarity, we begin by letting the sub-FOVs be uncoded. Wszbsub-FOVs are obtained when
theH x W area of the large FOV is simply divided in adjacent sub-FOVs, without overlap,
as shown in Fig. 5(a). Each of the resulting sub-FOM$ isW; oy in size wheréN;o, =W /Ns.
Using an optically multiplexed imager, we image each of¢hssh-FOVs onto a common FPA.
If the object space resolution of the optical systeririgdistance units in each direction, then
the dimensionality (in pixels) of a single sub-FOV will Be/Ar pixels byW; oy /Ar pixels.

Optical multiplexing of all sub-FOVs onto an FPA the size @lirrgle sub-FOV corresponds
to superposition of all the sub-FOVs. Thus, the measuredéncamprises what we call the su-
perposition space. Note that the superposition of all sOb'd-onto a single FPA provides data
compression H /Ar by W /Ar pixels are imaged using a&#/Ar by Wso,/Ar-pixel FPA. Specif-
ically, the compression ratio for the uncoded case beingudised idNs. Measuring only the
superposition, however, introducambiguityinto the target tracking process. Consider a sin-
gle target moving through the first sub-FQOV in the uncode@citgpace as shown in Fig. 5(a).
The corresponding superposition space looks like Fig. Ba3ed on the encoding used (in this
case none) and the size of a single sub-FOV we decode poksibtens of the target in object
space. We call this new space the hypothesis space (sedq¢)iy.The hypothesis spacernst
a reconstruction of the object space - it is a visualizatibiie decoding logic.

The single target detected in the superposition space obHi) does not provide informa-
tion about the true sub-FOV where the target is located. &ftbeg, there is ambiguity in the
hypothesis space, and we hypothesize that the target cedtd dny of theNs sub-FOVs. In
fact, for this uncoded case, it is not possible to correctlgadie the target location based on
measurements in superposition space. To overcome thigaithiwe need a distinguishing
characteristic that appears in the superposition spac&lgstifies a target’s true location in
object space. This trait can be provided by encoding theFsD¥s with a spatial shift in the
object space. Instead of defining non-overlapping sub-F@sallow for some overlap be-
tween adjacent sub-FOVs in the object space as seen in Bigl6this shift-encoded system,
when a target passes through an area of overlap between tworersub-FOVSs, instead of a
single target being present in superposition space themaltiple copies of the original target
as shown in Fig. 6(b). We refer to these multiple copieglasstsof the target. The presence of
these ghosts allows the target location to be decoded asakttze pairwise overlap between
adjacent sub-FOVs is unique.

The overlaps can be designed in different ways. They canra®m and unique such that no
two overlaps are the same, or they can be integer multiplasfufidamental shift. Also, these
integer multiples need not be successive, but can be ragducked from the available set.
The simplest design, however, is to let the overlaps be ssaeemultiples of a fundamental
shift, which we call the shift resolutiod. Given that there ar8ls sub-FOVs, we define the
unique overlaps to be the overlap €t= {0,0,29,...,(Ns—2)d}. We can now construct a
1-D spatial-shift encoded object space as follows:

1. Start with the uncoded sub-FOVs.

2. Letthe first two (from the left) sub-FOVs be in the same f@si(non-overlapped) as in
the uncoded case. We label these sub-FOVEo&g and fov; respectively;

3. Shift thei" sub-FOV fov), i = {2,...,Ns— 1} to the left such that it overlaps with the
(i—1)" sub-FOV byO;_;. Depending on the size of the overlap, it is possible that the
shift causes portions ofov, to overlap with more than one sub-FOV. (Figure 7 is an
example.) One condition that must be satisfied is @t cannot completely overlap
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Fig. 5. (a) The area of interest (large FOV) for tracking targets aloitigy thve reference
coordinate system. The large FOV is sub-divided into 4 non-overlappibg=OVs in the
x-direction. In this un-coded case the object space and the FOV ararte ¢b) Super-
position space. (c) Hypothesis space: From the superposition spaceoit f@ssible to
tell which sub-FOV the target belongs to. This ambiguity in target locationsl¢éadhe
hypothesis that the target could be in any of the 4 sub-FOVs.

fovi_1. This condition implies a restriction on the shift resabutd. The shift resolution
can range from zero (uncoded) to a maximundqfx = Woy/ (Ns— 1).

As shown in Section 4, the resulting encoded object spadelenthe target location to be
decoded. The disadvantage is that the object space nowscagenaller area than the uncoded
case. The object space is largest wides 0, which corresponds to an uncoded case with
target decoding ambiguity. The object space is smallesefsahe least area) whén= max
Between these two extremes, there is a compromise betwearcaverage and the smallest
shift resolution that must be detected in the decoding phoee

To quantify the reduction in area coverage, we define arearage efficiencyif) to be the
ratio between the area of the encoded object space and toeathobject space. The shift
resolution also affects the compression ratip hich is defined as the ratio of the area of
the encoded object space to the area of a single sub-FOV.réaeaverage efficiency and the
compression ratio are given by

n=1-ale?, @
r:stamsigz), 3
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wherea = 8/dmax lies between 0 and 1. Smatl results in better area coverage and higher
compression ratio but smaller shift resolution. In additiib we define a boundary as a line in
object space where there is a change in the sub-FOV overiagiigte, then small alpha also
results in a lower boundary density, which can adverselgcaffne average time required to
properly decode a target. The opposite characteristiciaedor values ofo near unity. We
quantify trade-offs between area coverage, decoding acguand average decoding time in
more detail in Section 5.

3.1. 2-D spatial, rotational and magnification encodings

Although 1-D spatial shift encoding is the main focus of thégper, we now take time to briefly
describe other potential encoding schemes.

As mentioned previously, 2-D spatial shift encoding canhmght of as two separable 1-D
spatial shift encodings. Specifically, instead of subdiivj the large FOV into smaller sub-
FOVs in only thex-direction, we also sub-divide in thedirection. Again starting with the
uncoded case, if the number of sub-FOVs in the two directimadl, andNy respectively, the
size of each resulting sub-FOVHi oy x Wty WhereH o, = H /Ny andWsq, = W /Ny. Defining
the shift resolutions in the two dimensions gsand &y, the overlap sets are then given by
Ox={0,5,2,...,(Nx—2)6«} andOy = {0, 4y, 20y, ..., (Ny—2)d,}. The encoding procedure
described above for a 1-D system can be separably applibée gub-FOVs in both the and
y-directions to give the 2-D spatially encoded object sphtéhis 2-D encoding scheme, each
sub-FQV is characterized by a unique pairwise combinatfdrodzontal overlap fronOy and
vertical overlap fronOy. The area coverage efficiency and the compression ratiovae by

n--ag - oS0, @
r=MNx— ax(NXZ_ 2))(Ny_ ay(Ny; 2))» (5)

wheredy = &/ (&)max Ay = Oy/(dy)max and(dx)maxand(dy)maxare the maximum allowable
shifts in the two dimensions.

In the case of rotational encoding the objective is to defingue rotational differences
between any two sub-FOVs. The simplest way to do this is tondedi fundamental angular
resolution fang) and let all the rotational differences be integer mulgmé(dang). The resulting
rotational difference set B = {0, dang, 28ang;, - - - , (Ns— 1) dang}. One must be careful, however,
to note thaR is a set of rotationalifferencesi.e., the difference between the absolute rotations
of any two sub-FOVs. The absolute rotation assigned ta'fheub-FOV is thenzij:0 Rj,i =
0,1,...,Ns— 1. Furthermore, since rotational encoding is periodic 880, it is logical to
upper bound the maximum absolute rotation by°3@®is bound results in a maximum angular
resolution ofdmax= 2-360°/(Ns(Ns — 1)). Rotational encoding like spatial shift encoding can
be applied to sub-FOVs in either or both and y- directions. We call rotational encoding
1-D when the large FOV is sub-divided in eitheror y- direction and rotational encoding
is then applied to the resulting sub-FOVs. 2-D rotationalogling refers to the case where
rotational encoding is applied to the sub-FOVs resultingfthe sub-division of the large FOV
in both the directions. Unlike 2-D spatial shift encodingwtever, 2-D rotational encoding is not
separable. It requires that the rotational difference betwany two sub-FOVs, regardless of the
dimensions they lie along, be unique. In 2-D spatial shiftagling on the other hand, overlaps
have to be unique only with respect to one direction. As alresen whenOy = Oy = O and
Nx = Ny = N;, the resulting 2-D spatial shift encoding is valid becausehesub-FOV will still
have a unique overlaf®;, 0j),i, j € 0,1,--- ,Ns— 1 associated with it.
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Magnification encoding assigns unique magnification factoreach sub-FOV. The mag-
nification factors depend on the optical architecture amdsilze of the area of interest. 2-D
magnification encoding, like 2-D spatial shift encodingséparable as long as we can sep-
arably control the magnification factors along the two dimets. We can now define sets of
unique magnification factors!y andMy along thex- andy-directions respectively. This re-
sults in an encoding scheme similar to the 2-D spatial shifbding. As a result, in a manner
analogous to 2-D spatial shift encoding, even wivkp= My =M andNy = Ny = N, the
magnification encoding scheme is valid because each subwilDstill have a unique combi-
nation(M;, M;),i, j €0,1,--- ,Ns— 1 of horizontal and vertical magnification factors applied t
it. Finally, we note that it may be possible to obtain greatea coverage for the same FPA by
combining several encoding methods.

Lossin area coverage

e e e 4 TS 4
/
fov, , f}vl.
@)
| |

(b)

Fig. 6. (a) A portion of an encoded object space with the target in therregioverlap
between the two adjacent sub-FOVs along with its distance from the two hoesaf the
overlap. The loss in area coverage due to encoding is also showrugb)f®sition space
with two target copies or ghosts. The one to the left corresponéisaand the one to the
right corresponds tdov;_1. Also depicted is the relation between the distance measures
{1 and/, in the object space, and the separation distance between the targetigltosts
superposition space.
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4. Decoding: proof of concept

Properly encoded spatial shifts enable decoding of thetémget location whenever the target
crosses a boundary into a new overlap region, and possibhesoDepending on the sub-FOV
shift structure, target replicas or ghosts can appear drndgrain fixed locations, that is, the
distance in superposition space between any set of ghasesponding to the same target will
have a unique pattern because each sub-FOV overlap is uticua this unique pattern, we
can identify the sub-FOVs involved and uniquely localize tharget in hypothesis space. Once
the target is uniquely located in hypothesis space, we haeeddd the target’s position in
object space.

In sub-sections 4.2 and 4.3 we explain and demonstrate tioeltey procedure - first for a
single target and then for multiple targets. We begin thowih a brief discussion on correla-
tion based tracking employed in this work.

4.1. Correlation-based tracking

In the simulations and performance analyses we use a Kalftertditrack target ghosts in the
superposition space. Our Kalman tracker has a length-tate sector, the four states being
thex- andy-coordinates, and the andy-direction velocities of detected target ghosts. Kalman
tracking involves two basic steps: (1) updating the estinfiatean and covariance) of the state
vector at timet based on new measurements made at tina@d (2) propagating forward the
revised estimate at timeto timet + 1. We use correlation to make these new measurements
for the update step. Correlation performs three specifkstg4) locating the target ghost po-
sitions - and as a result, their target velocities - in thesspgsition space (measured data), (2)
separating them into different classes in case of multguigets (multiple tracks), and (3) sep-
arating weak target ghosts from noise and background clifttbe target ghosts have a strong
signal-to-noise ratio (SNR), then the first two steps candréopmed using template match-
ing. On the other hand, if the signal strength is weak, tetepiaatching will not suffice. This

is an important point since in our proposed technique susipn of the sub-FOVs results

in a reduction of the target ghost’s dynamic range. Spedifitet us considemlNs sub-FOVs,
each with a dynamic range ¢, R]. Let the target be present in only one sub-FOV and in a
region that does not overlap with adjacent sub-FOVs. Whenupergnpose these sub-FOVs,
the dynamic range of the resulting superposition spacdeaiing saturation, if0, NsR] while

the dynamic range of the target is sfli R]. Therefore, the target strength is suppressed by a
factor of Ns. If the target is in a region of overlap & sub-FOVsM < Ns, then this factor is
reduced td\s/M.

The above analysis shows that there is a trade-off betweedyilamic range of the target,
the number of sub-FOVI\) and the size of the object space. (For a git&nthe object
space size is related to the number of overl®pand the shift resolutiod, and therefore,
affects the dynamic range.) This necessitates that ouersyse able to deal with presence of
weak targets. There is a two-fold strategy we can considiest, Eise a statistical background
subtraction technique to remove the background. Secordcarselation filters to locate and
classify target ghosts. We briefly look at each of these nustho

Background subtraction is an intuitive way to reduce baglgd clutter and thereby in-
crease target strength. This directly helps us in incrgaie dynamic range of the targets.
In almost all real life cases, the background is non-statcfaithfully estimate the non-static
background we use statistical subtraction techniqueseBdipg on the complexity of the back-
ground, the background image pixels are modelled as havaug$an probability density func-
tions (pdfs) [14] or as mixture of Gaussians (MoG) [15], [16}he parametric Gaussian mix-
tures do not embody enough complexity then kernel basedadgttan also be used [17]. All
these methods fall under the category of non-predictivéhoust. Predictive methods employ-
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ing Kalman tracking based techniques to characterize #te of each pixel are also used for
background estimation [18]. The biggest challenge withhtié predictive and non-predictive
methods is that they require a time sequence of image framésgno target motion to char-
acterize the background. This, however, is not possibleanynreal-time scenarios. Recently
Jodoin et al. [19] proposed a novel spatial approach to backg subtraction which works
under the assumption of ergodicity: temporal distributiaserved over a pixel corresponds to
the statistical distribution observed spatially arourat #ame pixel. They model a pixel using
unimodal and multimodal pdfs and train this model over alsifigme. This method allows us
to estimate the background from a single image frame whishlt®in a faster algorithm that
requires less memory.

Background subtraction removes background clutter, btineoessarily the noise present
in the measured data. To further increase robustness aghisigesidual noise we employ
advanced correlation filters for making state vector mesaments in the update step of our
Kalman tracker. Correlation filters, because of their ghifariance and their distortion toler-
ance ability, have been successfully employed in radaasjgocessing and image analysis for
pattern recognition [20], [21]. Correlation filters suchnaimimum-variance synthetic discrim-
inant functions (MVSDF) [22] and optimal trade-off synticediscriminant function (OTSDF)
filter [23] show good ability for detecting and classifyinguttiple targets in the presence of
noise and background clutter.

Although we do not focus on one particular system designigypaper, we acknowledge that
in the presence of noise and background clutter, the abilityake accurate measurements is an
important step in our proposed target tracking approacth tla@ above mentioned techniques
of statistical background subtraction followed by advahcerrelation filters for detecting and
locating targets provide us this ability.

4.2. Decoding procedure for a single target

Consider a target in object space that enters the regionesfapO; between two sub-FOVs,
fov_1 and fou, as shown in Fig. 6(a). The corresponding superpositiocespaoks like
Fig. 6(b). Under the assumption of a single target, the p@sef two ghosts in the superposi-
tion space indicates that the target has entered a regiorewtue sub-FOVs overlap. To find
the two sub-FOVs creating this overlap, we first measure igtante between the two ghosts
in superposition space. Let this distancedo@®ased on knowledge of the shift encoding, we
then calculate the set of all possible separations betweegtosts of a single target. We label
this setS and call it the separation set. Recalling that the set ofcadjasub-FOV overlaps is
the overlap seD, the elements of the separation set@re Wiy, — O;,i =0,1,...,Ns—2. The
setS can be computed once in advance and stored for future referen

We can now define the s&b C S such that it contains only those elementsSafhich are
realizable in the spatial shift encoding scheme. It is irntgoarto note that not all elements f
result in a valid element of . It is possible that the region of overlap between two sul&0O
lays within (i.e., is a sub-region of) the region of overlagikeeen the two mentioned sub-FOVs
and one or more of other sub-FOVSs. In such a case a targenpiedke two sub-FOV overlap
region will always produce more than two ghosts in the suption space. An example of
this scenario is given in Section 5. The subscript ‘27Tig indicates that the target is in the
region of overlap between two sub-FOVs only (as opposeddimms covered by more than
two sub-FOVSs).

We now look at the basic principle for decoding a target inrégion of overlap between
two sub-FOVs. In Fig. 6(a), the distancgsand/, are the distances from the edges of the two
overlapping sub-FOVs. In Fig. 6(b), we see that these distare the same as the distances
from the two ghosts to the edge of the superposition spaneeBi+ ¢, is equal to the overlap
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between the sub-FOV$; + /5 is an element 0D. If the measured separatidrcorresponds to
the j element ofT », then we can decodkov;_; as thej! sub-FOV andfov; as the(j + 1)1
sub-FOV. Finally, oua priori knowledge of the sub-FOV locations in object space alonb wit
the position of the corresponding target ghosts in supérpospace can now be used to decode
the target'sx-coordinate in hypothesis space. Because we have used atial ghift encoding,
they-coordinate of the target is the same in superposition sgag®mthesis space, and object
space. We have now completely decoded the target location.

The above example considers two overlapping sub-FOVs. Wextnd the decoding pro-
cedure to the case where a single target enters a region wloeeghan two sub-FOVs overlap.
Such a scenario can arise, for example, when the ove@apsandO; are such thatovi; not
only overlaps withfov;, but also withfovi_; as in Fig. 7 where sub-FOVBowv,, fovs and
fovs overlap. In such cases the number of target ghosts appearsuperposition space will
be equal to the number of overlapping sub-FOVs coveringatget. In general, assuming this
number to beM, we first calculate the sequence of pair-wise distances) fedt to right, be-
tween theM target ghosts in superposition space. This sequence isa@fi® agarget pattern
dv. We then compare the sequence to the allowed lekbthrget patterns in superposition
space, which again are known because the shift encodingtsteuis known. The set of al-
lowed lengthM target patterns is denoted By,. The matching pattern determines the proper
set ofM sub-FOVs, from which the target’s position in hypothesiacgpcan be fully decoded
as in the case above for two overlapping sub-FOVs.

4.3. Decoding procedure for multiple targets

When our above mentioned two-fold strategy is able to asttasget ghosts with the correct
target for multiple targets, we can simply apply the decgginocedure for a single target to
all the targets iddividually. On the other hand, when we hsoanarios where the targets have
(1) identical or only subtle shape differences, or (2) suakeak signal strength that only target
detection is possible, we need a way to associate the tangstggwith the correct targets. In
such scenarios where direct associations are not posgiblegced a procedure for decoding
multiple targets. The proposed procedure is essentiadlyséime as for a single target except
for a pre-decoding step where ghosts in superposition dpelomging to the same target are
associated with each other. The procedure involves thewolg indirect three-fold strategy
(stated here specifically with respect to 1-D shift encoding

1. Group all detected targets in superposition space aicgptd theiry-coordinate values.
Since the system has 1-D spatial shift encoding inxtlaérection, ghosts belonging to
the same target must have the samposition. However, it is possible for two different
targets to also have the sameoordinate. Therefore;

2. Compare the estimated velocities of potential targe¢sah group. If multiple velocities
are detected, it is assumed that multiple targets are presshthe group is sub-divided.
This step follows from the observation that ghosts belogtirthe same target must have
the same (2-D) velocity. Members of each target group nove lla@ same velocity and
the samey-coordinate. Finally;

3. Begin decoding process by comparing allowed target ipatt the target patterns of
groups determined in the first two steps. The allowed targgems are the sefg,i =
2,3,...,K, whereK is the maximum number of sub-FOVs that overlap. We begin with
the highest order target patterris( and work down to the lowest order target patterns
(T2). When a pattern is detected, the target position is decdélesh allowed target
pattern is not detected, the targets in the group are assiomeside in regions of object
space without overlapping sub-FOVs.
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Target 3

Ghost 2

Ghostl Ghost3
(c)

Fig. 7. Three targets in the object space with the same velocitiegemardinates depicting
two scenarios both of which result in the same superposition spacea&erfario 1 Two
targets in the object space with Target 1 in the non-overlapping regibowfand Target
2 in the region of overlap betweeov; and fow. (b) Scenario 2 A single target (Target
3) in the overlap between the sub-FO¥sv,, fovs and fovy. (c) The same superposition
space arising from the two scenarios. (i) Ghost 1 and Ghost 3 in thepgsgiton space are
ghosts of Target 2 in the object space, while Ghost 2 in the superpoptioe sorresponds
to Target 1 in the object space. (ii) Ghost 1 through 3 in the superposgiamesre ghosts
of Target 3 in the object space.

When performed in order, these steps usually enable decoditig locations of multiple
targets. Under certain conditions, however, correct diecpid not possible. Figure 7 shows
two scenarios, the first (Fig. 7(a)) involving two targetsvas explained above and the second
(Fig. 7(b)) involving a single target in a region with threeedapping sub-FOVs. On the rare
occassions when this occurs and the targets involved hdapgeve the samg-coordinate and
estimated velocity, it is not possible to decode which sdena the true scenario (Fig. 7(c))
and, according to the decoding rules above, the higher aiuéirpattern will be decoded. (In
Fig. 7, scenario #2 will be decoded). In Fig. 8 we illustrdtis general case with an example
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movie. Each movie frame shows the object space across théh®guperposition space in
the middle, and the hypothesis space across the bottomctGigace represents the “truth”
while the superposition space represents the actual nezasut data. The hypothesis space
visualizes how the decoding logic works in real time. We sstrthat the hypothesis space is
nota reconstruction of the object space, but is simply a vigatiin of the decoding logic. The
“truth” background has been added to the hypothesis span#ysio provide visual perspective
to the viewer. The movie shows two targets with the same (2dMcity and the samg-
coordinates moving through the object space. By unforuoatncidence the targets happen
to have a horizontal separation which is an element offsefAs a result, the two targets are
decoded as a single target, and their decoded position janopsid. Eventually, the velocities
of the two targets change, the superposition space ghastsraperly grouped, and the two
targets are correctly decoded. We would like to remind tlaelee that here we are assuming
the targets have either identical shape or have such suffieedces in shape that association
based on shape is not possible or reliable. We will continueake this assumption throughout
the rest of the paper.

Hypothesis space

Fig. 8. Media 1) showing error in decoding two targets with the same velocity, the same
y-coordinate, and with a separation which is an element ofSseCorrect decoding is
possible only when the targets begin to differ in their velocities. (Movie siZMB)

4.4. Decoding via missing ghosts

Thus far, we have described how the difference, or shiftyben target ghost positions can be
used to properly decode target location by uniquely idgimif the overlap region that must
have produced the shift. However, additional decodingclagiavailable to the sensor in the
form of missing ghostsAlthough this additional logic may not be able to uniquegcdde the
target, it reduces the number of target locations in hymishepace. To explain this principle,
consider the following scenario.

For clarity, we focus on a single target moving through theotspace. We also assume that
Ns = 4 with the sub-FOVs encoded according to 1-D shifts belapginthe overlap sed =
{0,0,20}. The target is inf oy and is moving toward$ov; in the object space as illustrated in
Fig. 9(a). Since there is zero overlap betwdeny and fovy, superposition space has a single
target as seen in Fig.9(b). Based on the superposition spaasurement and the decoding
strategy explained above, the target cannot be completslgdid. We can only hypothesize
a potential target location in each of the four sub-FOVs.réfare, hypothesis space looks
like Fig. 9(c). The locak-coordinate of each hypothesized target in its respectiteFOV is
the same. However, we can apply our knowledge of overlapsléoaut fov,. This sub-FOV
cannot be allowed because if the target were truly at thigiposit would imply that the target
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Fig. 9. (a) Encoded Object Space with 4 sub-FOVs. The targetfis\p. The localfovy
x-coordinate lies betwe@W;q, — O, andW; . (b) The superposition Space with a single
target indicating that the target is in a non-overlapping sub-FOV reg@riypothesis
Space with 4 potential targets. The third hypothesized target, howevein Besub-FOV
overlap which if true would produce ghosts in the Superposition Spaaeabkence of
ghosts rules out this hypothesized target as a potential true target.

resides in an overlapping region betwetmw, and fovs. The absence of a second ghost in
superposition space tells us this is not true. Thereforetdtget can only be ifioyy, fov; or
fovs, and we have reduced the target hypotheses from 4 to 3. Iathettcontinues to move
toward fow,, additional sub-FOVs will be ruled out by the same logic. Bngral, missing
ghosts can be used to rule out anywhere from one to all incioste-FOVs depending on the
target location and encoding structure.

5. Results

To demonstrate and quantify the efficacy of the proposed pddia shift encoding scheme,
we present results generated from both simulated data aimbeatory experiment.

5.1. Simulation

We simulated an object space witg = 8, 1-D spatial-shift encoded sub-FOVs. The size of
each sub-FOV was @4 distance units by &4 distance units, wherér, the object space
resolution, was assumed to be finer than the size of the saofétterest. The corresponding
sub-FOV dimensionality (in pixels) is 64 by 64. In the sintida we used template matching to
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Fig. 10. Examples of valid target patterns.

perform correlation for locating target ghost positiomsotder to subtract the background clut-
ter from the measured data before performing the correlatve characterized the background
by averaging the superposition space data for a large nuaifezmes under the assumption
that we have the ability to observe the scene for a long tintle kespect to the frame rate.

We first defined the overlap set & = {0,19,20,40,35,56,60} where d was chosen
as 0 = Omax = floor(Wsoy/(Ns — 1)) = floor(64/7) = 9 pixels. The reason for this choice
of & was that larged increases the boundary density in the superposition spéueh in-
creases the total overlapped area. As a result, the numbargst ghosts in superposition
space that need to be tracked increases. If the decoderaheitrcan handle a large number
of targets in superposition space, we can gain confidendghalecoding procedure is ro-
bust. Note that the overlaps in the €&tare not monotonically increasing, which shows that
the order of the overlaps in 1-D shift encoding is arbitr&gsed on this overlap set, the
separation set is computed to Be= {64,55,46,28 37,19,10}. The allowed target patterns
are then given by, = {64,55,46,28 37,10}, T3 = {{37,28},{19,37},{10,19}} andT4 =
{{10,19,37}}. The sets of overlapping sub-FOVs corresponding to thegterpa are
F, ={{0,1},{1,2},{2,3},{3,4},{4,5},{6,7}},Fs = {{3,4,5},{4,5,6},{5,6,7} } andF4 =
{{4,5,6,7}}. It is important to point out tha{5,6} is absent from the sét,. This does not
imply that the two sub-FOVs do not overlap, which they do,ibetead means that the region
of overlap betweerfows and fovs is also overlapped by a third or a even a fourth sub-FOV
as shown in the sets; andF4 respectively. In Fig. 10 we illustrate the allowed targetgas
with a couple of examples.

We simulated a scenario by populating the object space withiflentically shaped targets
appearing at random locations, with random velocitiesaatiom times, and lasting for random
durations. We allowed the starting target locations to benvdere in the object space with
equal probability. The velocities were uniformly distribd between 0 andA3 distance units
for every time step to ensure that the target movement lookeld The start and stop times
were uniformly distributed between 0 and 100 time stepaufgid 1 shows a movie of one such
example simulation which best illustrates all the facetswfdecoding procedure. We explain
this movie in the next paragraph. Our algorithm is able tadlemany more identically shaped
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Object space

Superposition space

othedis space

Fig. 11. Media 2 showing the decoding of 4 targets that appear at random times and for
random durations at random locations. The movie shows the suckcdssfuding of all

the 4 targets. Each frame shows the encoded object spac&dfay), the corresponding
measured superposition space (with static background subtractednduthe resulting
hypothesis space. (Movie size: 1.25 MB)

targets than the four chosen here, but using only a few @edletvs the reader to easily follow
the decoding logic shown in the movie.

The movie in Fig. 11 shows four identically shaped colorembthargets in the object space.
Color coding allows easy target discrimination for the eradhe first target in the object space
is the red target which is followed by a white target. Botlsth&argets are decoded via missing
ghosts logic as they travel through the object space. Thiseaseen in the hypothesis space
where the ambiguity in the locations of these two targetoimpletely removed even before
the targets reach a boundary. The green target appearsnueig followed by the blue target.
Since the blue target appears in a region of overlapoef and fow,, it is almost immediately
decoded. The green target is decoded when it reaches tlos refgbverlap betweerfiov; and
fow. Thus all four targets are successfully decoded.

The movie shows us that the decoding time of targets diffepedding on the target loca-
tion and the target velocity. Also, because of possiblersiromeasurement it is possible that
we incorrectly decode a target. This is especially true dogets with very low SNR. There-
fore, decoding time and measurement errors can affectraymteformance. We next consider
two metrics useful in quantifying this system performar®@ae metric considers the effect of
shift resolution on average decoding time and the otheridersthe probability of incorrect
decoding. We investigate these metrics in the following seittions.

5.2. Average decoding time and area coverage efficiemiy (

A small shift resolution (smalb) implies that the degree of overlap between adjacent sub-
FOVs is small. One potential disadvantage of small shifbltg®n is that the average time it
takes to decode a target (decoding time) increases.

The problem can arise as follows: when a new target ghostaapjire superposition space,
velocity estimates are not instantaneously availablerdfbee, it takes some time to determine
if the new ghost should be associated with an existing grouji, it is due to a new target
altogether. To get velocity information we must wait a femeisteps while the Kalman tracker
updates the state vector and obtains a stable velocity a&stimhis waiting period can present
a problem, especially when the target is in a sub-FOV with allsoverlap. If the target has a
high x-velocity, it is possible that the target may not stay in thiertap region for enough time
for the Kalman tracker to ascertain the target velocitysTesults in increased decoding time.
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Moreoever, for systems with small shift resolution, theatise between two different overlap
regions is relatively large (equivalent to lower boundaensity), which again tends to increase
decoding time.

ey
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Fig. 12. Plot of decoding time as a function of the area coverage efficienThe plot
shows the error bars representing the standard deviation of the decoding time from the
mean.

A large shift resolutiond close to 1), on the other hand, suffers less from the above men
tioned disadvantages, but has a smaller area coverage tugaooverlaps. Hence, shift reso-
lution controls the trade-off between decoding time and amrerage efficiency. A small shift
resolution provides larger area coverage, but larger degaimes. A large shift resolution
provides smaller area coverage, but shorter decoding tMegjuantify this result by plotting
the decoding time as a function of the area coverage effigien€ig. 12. The plot also shows
the error bar representingl standard deviation of the decoding time from the mean. Tdte p
was computed by averaging the decoding times of 300 tardathwassed through the object
space in batches of size uniformly distributed between &uidiin 10. In each batch the targets
appeared at random times with random velocities and at rardoations, and for random
durations in a manner identical to the targets in the movigdn11. The plot shows an approx-
imately linear relationship between the two metrics. Thispected because displacement and
time are linearly related through velocity. An increasevertap due to a larger shift resolution
for the same target with the same target velocity decreasearmount of time it takes for the
target to reach the regions of overlap because these regjiemow wider and cover more area.
The reduced decoding time is directly related to this reduravel time to reach the regions of
overlap. The reasoning is the same when using “missing ghltugjic to decode targets. The
larger the overlaps, the faster we can reduce the ambigettyden hypothesized targets, and
the smaller the decoding time. It is important to note heat tomplete decoding using "miss-
ing ghosts” plays a less prominent role in affecting the deaptime because it can completely
decode only those targets which are in the first sub-FOV fioenléft. For all other cases the
absence of shifts reduces, but does not completely elimialtthe target ghosts and as a result
does not affect decoding time.
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5.3. Probability of decoding error

We next consider the probability of decoding error, whictefined as the probability that the
target pattern decoded from superposition space measntgiisean incorrect pattern. In the
presence of noise and other distortion, the estimatediposif a target ghost in superposition
space will be subject to error. Therefore, the differendgvben two ghost positions, which is

the criterion for target decoding in a shift-encoded systeith also be subject to error. These
errors can lead to the wrong pattern being detected, whiltltauise the target to be decoded
to the wrong location. Furthermore, as the shift resolutbois decreased, more fidelity in

estimating target shifts is required.

Figure 13 shows the results from a simplified calculationeafatling error for a single target
present in a region of overlap betwekhsub-FOVs. We first consider overlaps between two
sub-FOVs and then extend the result to overlaps betweea émeéfour sub-FOVs. We assume,
as we did for the simulation example in sub-section 5.1, tte&atmaging system superimposes
8 sub-FOVs onto a single FPA. The width of each sub-FOV ig¥s@listance units, wherar
is the object space resolution. We assume that the errottimatig the position of a ghost
in superposition space is Gaussian distributed with vadasetermined by the Cramer-Rao
Bound (CRB) [24] applicable to this problem. The CRB is

varif] > guee— (6)
where SNR is proportional to the target intensity &ags is the root-mean-square (rms) band-
width of the target’s intensity profile in the encoded diniensFor example, we have used
a symmetric triangular intensity pattern, which has a adefgem rms bandwidth of 12\
[pixels—2] whereW is the target width in pixels.

We first consider the case of a single target present in amexyierlapped by two sub-FOVs
(M = 2). The target pattern for this case consists of a singleuist between two ghosts. If
the position errors on the two ghosts are independent, Heeveriance of the distance estimate
is twice the variance in (6). We assume that the target isditonly if the measured overlap
matches an allowed overlap from the overlap@éb within some prescribed toleraneg(Note
that the distance between the two ghosts is related to thdapvilairoughS = Wiy — O;,1 =
0,1,...,Ns— 2. See section 4 for more details.) If the measured overlaptiwithin € of a valid
overlap then the target remains undecoded. For exampt, ifie shiftisnd, a decoding error
is made only if the measured overldsatisfies(m+k)d — e < d < (m+k)d + € wherek is
a non-zero integer an@n+ k) is a valid overlap. The probability of decoding error can now
be computed by integrating the Gaussian error probabilgfridution over the error region.
This error probability is conditioned amd being the true overlap. Therefore, to calculate the
total probability of decoding error we have to know theriori probability of the true overlap
beingmd. We assume that this probability is uniformly distribut&tie value ofe, in general,
is dependent on the structure of the overlap@eWe, however, have chosen the overlaps to
be multiples of the shift resolutiod. As a result all the overlap values are equally spaced from
the adjacent ones. We can thereforeddte some fixed tolerance value less than or equal to
0/2, whered, the shift resolution, is the separation between two ssivesverlaps. When
£ = 0/2 we always make a decoding decisione K §/2, there are cases where the measured
overlap does not lie within the tolerance limit of any elen&nO and we let the target remain
undecoded. In contrast, if the overlap set contains randatnutique overlaps, the tolerance
€ is a function ofO. For instance, the& tolerance value for overlaps with a large spacing
between them will be different from the tolerance value for the overlaps that are closely
spaced, especially for the case where we always make a agabeltision. The tolerance value,
therefore, will have to be adjusted according to the ovetlap
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Fig. 13. Plot of decoding error versus area coverage efficiencylifferent SNRs and
different values oM, the number of sub-FOVs that overlap.

We can extend the above result to the general case vitheneb-FOVs overlap. In our ex-
ample we can have a maximum bf = 4. For the case oM = 3, instead of measuring a
single overlapd we measure two overlami andd, resulting from the pair-wise distances
between three target ghosts in the superposition spaceefbhe, we now have a 2-D Gaus-
sian error probability distribution. The probability ofateing error is calculated by integrat-
ing this 2-D distribution over the region given Iy +k;)d — € < dl < (m+ki)0+ € and
(mp+kp)d—€e < dy < (mp+k2)0 + €. Heremy 8 andmypd are the true overlaps, akg andk;
are non-zero shifts such thaty +k1)0 and (my + k2)9d are valid overlaps. We again assume
that the probability of the true overlaps beimgd andmyd is uniformly distributed. Extention
to M = 4, where we have a 3-D Gaussian error probability distrdwuis straightforward.

Figure 13 shows the probability of decoding error versus amverage efficiency for =
0/2,W = 10Ar distance units, and different values of SNR avid As the shift resolution
decreases, area coverage efficiency increases, but so mdedbitity of decoding error. Thus,
the choice of shift resolution is a compromise between tea aoverage and the probability
of incorrectly decoding the target location. We also obséhat for fixed SNR, as we increase
M the decoding error decreases. We therefore conclude thgeddarget patterns make the
decoding process more robust and less prone to decoding.erro

5.4. Experimental results

To illustrate how 1-D spatial shift encoding of multiple sE®Vs can be performed in real-
world applications we conducted an experiment using thiealmetup proposed in Fig. 3(b).
The object space used for the experiment was an aerial mhp Bitke University campus, and
a laser pointer was moved across it during the video aquisiti simulate a single moving tar-
get. The object space was 24-mm high and 162-mm wide, andwaggeid using the multiplexer
in Fig. 3(b) onto a commercial video camera (SONY, DCR-SRBg)adjusting the tilts of the
mirrors shown in Fig. 3(b), we obtained an overlap et {3,7,11,20,14,24, 28} x 1mm
which deviated slightly from the ideal scenario{df, 5,10, 20, 15,25,30} x 1mm. In building
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the setup, care was taken to make the path lengths travsiléghts from each sub-FOV close
to equal. However, there was a slight difference in pathtlesg/hich resulted in varying mag-
nification of some sub-FOVs. Therefore, the size of eachFDW-was not uniformW ¢o, =
{35,34,33,35,33,32,33,34} x Imm andH oy = {24,23,22,23 22 22 22,23} x 1mm, where
thei™ elements ofV 1oy andH ¢,y are the width and height dfov;, respectively.

Superposition

Hypothesis space

Fig. 14. Experimental data movie showing successful decoding at taxgeng through
the object space. Intial target ambiguity is reduced using “missing dhlogfie and is
completely removed as the target enters the region of oveiNégria 3 (Movie size: 3.9
MB)

Figure 14 is a movie we made using this experimental setupnidvie shows the measured
superposition space along with the corresponding hypistisgsice. Using the decoding logic
discussed in Section 4 we are able to decode the moving tsdetnters the region of overlap.
The movie also shows how the “missing ghosts” logic reducasiguity about the target'’s true
location in the hypothesis space. The small deviationsebilerlaps from their true values do
not affect the performance because all the overlaps aleistijue. Uniqueness of overlaps is
both the necessary and sufficient condition for the applitabf our decoding strategy. Also,
the slight variations in magnification of the sub-FOVs doafféct the decoding performance.

6. Conclusion

In this paper we proposed a novel technique to track target®ut conventional image re-
constructions. The method is based on optical multiplexihgncoded sub-FOVs to create
superposition space data that can be used to decode tagjgbq®in object space. We pro-
posed a class of low complexity multiplexed imagers to penfoptical encoding and showed
that they are light, cheap and have a simple design in cosgato the conventional imagers.
We discussed different encoding schemes based on spatia) sttations, and magnification
with special emphasis on 1-D spatial shift encoding. We glthwased on both simulation and
experimental data, that the proposed method does indeatizlwtargets in object space and
provides continuous target tracking capability. We hage atudied the trade-offs between area
coverage efficiency, compression ratio, and decoding timé,decoding error as a function of
shift resolution and SNR.
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