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Abstract—Inspired by recent developments in full-duplex (FD) communications, we consider an opportunistic spectrum access (OSA) network in which secondary users (SUs) are capable of partial/complete self-interference suppression (SIS). This enables them to operate in either simultaneous transmit-and-sense (TS) or simultaneous transmit-and-receive (TR) modes, with the goal of achieving improved primary user (PU) detection and/or higher SU throughput. We first consider an overlay OSA setup, and we study the TS and TR modes. We also explore the spectrum awareness/efficiency tradeoff and determine an efficient adaptive strategy for the SU link. We then consider a spectrum underlay model, with the objective of optimizing SUs’ transmission powers so as to maximize the sum-throughput of K FD secondary links subject to a PU outage constraint. Operating in an FD fashion is not always efficient for SUs. Hence, we propose an optimal policy for switching between FD and half-duplex. The criteria for this policy depend mainly on the SIS capabilities of SUs. Finally, we propose a mode selection algorithm for the switching process. Numerical results indicate that operating in the TS mode can reduce the PU outage probability by up to 100% compared with the classical listen-before-talk scheme.
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I. INTRODUCTION

Until recently, the concept of simultaneous transmission and reception over the same frequency channel, i.e., operating in full-duplex (FD) mode, was deemed impossible. A traditional radio is half-duplex (HD), i.e., the radio can either transmit or receive over a given channel, but not simultaneously. The problem of achieving FD communications over the same channel is that the transmitted power from a given node is typically much larger than the received power of another signal to be captured by the same node. While the node is receiving, its transmitted signal is considered as self-interference. The infeasibility of FD communications has recently been challenged in several works (see [1] for a survey), which showed that various self-interference suppression (SIS) techniques (e.g., RF analog cancellation, digital baseband interference cancellation, circulators, phase shifters, etc.) can be combined to enable FD communications. In fact, it has been demonstrated that a node’s transmission can be suppressed at its receive chain by up to 110 dB, depending on the underlying SIS schemes [2].

In this paper, we consider an opportunistic spectrum access (OSA) system in which a secondary user (SU) employs SIS techniques to mitigate the undesirable interference of its own transmission. In this setup, SIS can be used to increase the SU’s throughput by enabling bidirectional simultaneous transmission-and-reception (TR). It can also be used to increase the SU’s awareness of primary user (PU) activity by allowing the SU to sense while transmitting, a capability that we refer to as transmission-sensing (TS). We study two main scenarios. First, we consider a spectrum overlay model (i.e., the SU must first sense the spectrum for any PU activity) and analyze the TS and TR modes at the SU. We investigate the switching policy at the SU link, taking into consideration the tradeoff between spectral efficiency (throughput) and spectrum awareness (PU detection). Our objective here is to determine the optimal action for an SU link that maximizes its throughput subject to a given PU outage probability. We also obtain the optimal sensing and transmission durations that achieve this objective. Second, we consider a spectrum underlay model and determine the optimal SU transmission powers that maximize the throughput of K secondary links, operating in FD fashion (TR mode). In this case, sensing is not used, as SUs transmit concurrently with PUs, but controlling SUs’ interference onto the PU is the main challenge. We determine the SUs’ optimal transmission powers, taking into account the residual self-interference and the outage constraint for the PU link.

Exploiting FD/SIS in dynamic spectrum access (DSA) systems has been discussed in [3]–[7]. In [5], we studied the overlay model of DSA systems and explored the spectrum awareness/efficiency tradeoff. In this paper, we extend our work in [5] to address the power control problem. In addition, we allow for a more realistic formulation of the SU collision probability, PU outage probability, and SU throughput. Instead of the energy-based technique used in [5], we consider waveform-based sensing. The authors in [3] focused on deriving the false-alarm and detection probabilities, and the PU and SU throughput under TS mode assuming energy-based detection and perfect SIS. Our work is different in that we consider waveform-based spectrum sensing and imperfect SIS. Because energy-based detection cannot differentiate between different types of signals, it exhibits poor sensing accuracy under low SIS capabilities. In [8] the authors focused on the cooperation between primary and secondary systems in cellular networks. They proposed allowing the secondary base station to relay the primary signal in an FD/TR fashion to enhance the system throughput. To enable the TS mode, the authors in [4], [9], [10] focused on studying SIS techniques
from an antenna perspective. Other spectrum sharing protocols based on relaying systems can be found in [11], [12].

Power control for the spectrum underlay setting was addressed before (e.g., [13]–[16]), but only considering HD transmissions. Centralized and distributed power control algorithms were proposed in [17], where SUs utilize PU feedback to control the interference at the primary receiver. For the sake of comparison with the HD case, in our analysis of the underlay model we consider a similar power-control setup to [17]. In [18], the authors proposed an optimal dynamic power allocation scheme for FD devices that maximizes the sum-rate in a multi-user system. Our power control approach is different from [18] in that we address the problem in an OSA setting subject to a PU outage constraint. Furthermore, switching between FD and HD modes was not considered in [18], which is important for nodes with partial SIS capabilities.

The contributions of this paper are as follows. First, we derive the detection and false-alarm probabilities for the TS mode, assuming waveform-based sensing. We analyze the SU collision probability, the SU throughput, and the PU outage probability for both TS and TR modes. Based on our analysis, we compare the performance of the two modes with the traditional HD Listen-Before-Talk scheme (also referred to as transmission-only (TO) mode). Second, we study the sensing/throughput tradeoff for SUs in both TS and TR modes. For both modes, we determine the “optimal” sensing and transmission durations that maximize the SU throughput subject to a constraint on the PU outage probability. Third, we explore the spectrum awareness/efficiency tradeoff that arises due to the competing goals of minimizing the collision probability with the PU (TS mode) and maximizing the SU throughput (TR mode). Given this tradeoff, we determine an adaptive strategy for the SU link that enhances its throughput subject to a given outage probability. Fourth, considering a spectrum underlay setting, we study the power control problem for SUs that are capable of perfect/imperfect SIS and that operate in FD fashion. Our objective is to find the optimal SU transmission powers that maximize the sum-throughput of K FD secondary links, subject to a PU outage constraint. Fifth, we determine the optimal policy for SUs to switch between TR and TO modes.

The rest of the paper is organized as follows. The system model is described in Section II. In Section III we study waveform-based sensing for the TS mode and formulate the collision/outage probabilities for both TS and TR modes. The sensing/throughput tradeoff and the spectrum awareness/efficiency tradeoff are discussed in Section IV. In Section V, we study the power control problem for the underlay model. Numerical results are given in Section VI, followed by conclusions in Section VII. Due to space limit, proofs of various results are omitted, but can be found in an online technical report [19].

II. SYSTEM MODEL AND OPERATION MODES

A. System Model

As shown in Figure 1, we consider an OSA network where SUs opportunistically access PU-licensed channels. SUs have partial/complete SIS capability, allowing them to transmit and receive/sense at the same time. Let $\chi_i$ be a factor that represents the degree of SIS at an SU node $i$, $\chi_i \in [0, 1]$. Specifically, $\chi_i$ is the ratio between the residual self-interference and the original self-interference before suppression. If $\chi_i = 0$, SIS is perfect; otherwise, the SU can only suppress a fraction $1 - \chi_i$ of its self-interference (imperfect SIS). For example, if the residual self-interference is 1% of the power of the original self-interference signal, $\chi_i = \sqrt{0.01} = 0.1$. $\chi_i$ may differ from one node to another, depending on the employed SIS technique.

We assume that interference between different SU links is resolved by implementing an appropriate multiple access scheme (e.g., [20], [21]). For SU $i$, let $P_i$ denote its transmission power. We consider a path-loss channel model, where the channel gain between a transmitter $i$ and a receiver $j$ at distance $d_{ij}$ is given by $h_{ij} = A d_{ij}^{-\eta}$. Here, $A$ is a frequency-dependent constant and $\eta$ is the path-loss exponent.

The PU activity on a given channel (hence, channel availability for the SU) is characterized by an alternating busy/idle (ON/OFF) process. Let the ON and OFF durations be denoted by $T_{ON}$ and $T_{OFF}$, with corresponding probability distributions $f_{ON}$ and $f_{OFF}$, and means $T_{ON}$ and $T_{OFF}$, respectively. A PU/SU collision occurs whenever an SU transmission overlaps with a PU transmission. However, the PU/SU may still be able to decode uncorrupted packets in the non-overlapping periods [22]. Hence, in defining the SU collision probability and the PU outage probability, we consider the ratio of the overlapping duration of the SU/PU transmissions to the total transmission duration. We also assume a saturated traffic scenario, i.e., the SU always have data to transmit.

Let $p$ be the SU belief that the PU is idle, $p \in [0, 1]$. The SU decides the optimal action according to this belief, which is updated after each SU action. Since the PU ON/OFF periods are typically much longer than an SU transmission period, we ignore the small probability that the PU switches its state during a single SU transmission. Specifically, we only consider the case where the PU may switch its state at most once during a single SU transmission. In the analysis, we use bold-font letters to denote vectors. The symbols $E[\cdot]$, $\text{Var}[\cdot]$, and $F(\cdot)$ indicate the expectation, variance, and CDF of random variables, respectively.

B. SU Modes of Operation

1) Transmission-Only (TO) Mode: As shown in Figure 2(a), in the TO mode the SU senses the spectrum for a duration $T_{SO}$ (which we refer to as HD sensing) and then carries out data transmission. The transmission duration is denoted by $T$.

2) Transmission-Sensing (TS) Mode: To check channel availability, the SU will initially sense in a HD fashion for a duration $T_{SO}$, as shown in Figure 2(b). Based on the sensing outcome, the SU will decide whether to transmit for $T$ seconds or not. If it decides to transmit, it will continue to sense for the return of a PU. This sensing process may be split into $m$ (consecutive) short HD sensing periods $T_{Si}$, $i = 1, 2, \ldots, m$. After each $T_{Si}$, the SU decides whether the PU is active or not. The motivation behind this approach is to account for the
tradeoff between sensing efficiency and timeliness in detecting PU activity. On the one hand, increasing the sensing duration improves the sensing efficiency. However, such an increase implies delaying the time to make a decision regarding the presence/absence of PU activity. Thus, in the TS mode, we have a total of $n + 1$ sensing durations. If at the end of any given sensing period, PU activity is detected, the SU aborts its transmission.

3) Transmission-Reception (TR) Mode: Instead of sensing while transmitting, the SU may receive data from its peer SU while transmitting to that same peer, as shown in Figure 2(c). As before, an initial sensing period of length $T_{s0}$ is needed to determine channel availability. Let $T_R$ be the reception duration. Without loss of generality, we assume that $T_R = T$.

III. SENSING METRICS AND OUTAGE/COLLISION PROBABILITIES

A. Waveform-based Spectrum Sensing in the TS Mode

Due to its simplicity, energy-based spectrum sensing has been studied extensively in literature. However, this technique cannot differentiate between different types of signals. In the TS mode, residual self-interference from the SU transmission can cause energy detection to wrongly indicate PU activity. Waveform-based sensing was studied in [23], [24] for the HD case. To detect the presence of a PU signal, waveform-based sensing correlates a known pattern in the PU signal (e.g., preamble or pilot symbols) with the received signal. In this section, we analyze waveform-based sensing for the TS mode. To simplify the notation, we use $\chi$ to denote the SIS factor at an arbitrary SU.

The hypothesis test of whether the channel is free or not can be formulated as follows:

$$r(n) = \begin{cases} 
\chi s(n) + w(n), & H_0 \text{ (if PU is idle)} \\
(l(n) + \chi s(n) + w(n), & H_1 \text{ (if PU is busy)}
\end{cases}$$

where $r(n)$ is the discretized nth sample of the received signal at the SU, $w(n)$ is additive white Gaussian noise (with variance $\sigma_w^2$), $l(n)$ is the received PU signal, and $s(n)$ is the self-interfering SU signal before carrying out SIS. $s(n)$ is assumed to be a zero-mean complex random signal with variance $\sigma_s^2$. We assume that the self-interference channel coefficient is one. Given the proximity of the transmit and receive antennas on the same RF device, this assumption is justified. We also assume that all signal samples are independent, hence $r(n)$ is independent.

The performance of any spectrum sensing technique is quantified by the false-alarm and detection probabilities, $P_f$ and $P_d$, which are the probabilities that the SU declares the sensed channel to be busy given hypothesis $H_0$ and $H_1$, respectively. A good sensing technique exhibits high $P_d$ (to reduce collisions between SUs and PUs) and low $P_f$ to enhance the utilization of the available spectrum. Let $N$ be the number of samples taken during a given sensing period. Define the decision metric $M$ as follows:

$$M \equiv \text{Re} \left[ \sum_{n=1}^{N} r(n) l^*(n) \right].$$

In waveform-based sensing, the metric $M$ correlates the received samples with the samples of a static part of the PU signal. The value of $M$ is then compared with some threshold $\gamma$ to determine the presence/absence of a PU signal. Substituting (1a) and (1b) into (2), we obtain the value of $M$ for $H_0$ and $H_1$, respectively. Let $M_l$ be the resulting metric under hypothesis $H_l, l = 0, 1$. Then, $M_0 = \text{Re} \left[ \sum_{n=1}^{N} (\chi s(n)l^*(n) + w(n)l^*(n)) \right]$ and $M_1 = \text{Re} \left[ \sum_{n=1}^{N} (\chi s(n)l^*(n) + w(n)l^*(n)) \right]$.

Hence, $P_f$ and $P_d$ can be expressed, respectively, as follows:

$$P_f = \text{Pr} \left[ M_0 > \gamma \right] = 1 - F_{M_0}(\gamma),$$

$$P_d = \text{Pr} \left[ M_1 > \gamma \right] = 1 - F_{M_1}(\gamma),$$

where $F_{M_0}(\gamma)$ and $F_{M_1}(\gamma)$ are the CDFs of $M_0$ and $M_1$, respectively.

Proposition 1: Using the Central Limit Theorem (for large $N$), the pdf of $M_0$ can be approximated by a Gaussian distribution with mean $\mu_{M_0} = 0$ and variance $\sigma_{M_0}^2 = \frac{N}{2} \left( \chi^2 E \left[ |s(n)|^2 \right] E \left[ |l(n)|^2 \right] + E \left[ |w(n)|^2 \right] E \left[ |l(n)|^2 \right] \right)$.

Accordingly, $P_f = Q \left( \frac{\gamma - \mu_{M_0}}{\sigma_{M_0}} \right)$ for a large $N$. Substituting with $\mu_{M_0}$ and $\sigma_{M_0}^2$, we get $P_f$ for FD sensing:

$$P_f = Q \left( \frac{\gamma}{\chi^2 \sigma_s^2 + \sigma_w^2} \sqrt{\frac{2}{N \text{SNR}^{(FD)}}} \right),$$

where $\text{SNR}^{(FD)} \equiv E \left[ |l(n)|^2 \right] / \left( \chi^2 E \left[ |s(n)|^2 \right] + E \left[ |w(n)|^2 \right] \right)$ is the SNR at the secondary receiver of the sensing node in the FD case. Note the existence of a self-interference term, along with the noise term. The number of samples, $N = T_S f_s$, is a function of the sensing duration ($T_S$) and the sampling rate $f_s$.

Proposition 2: For a large $N$, the pdf of $M_1$ can be approximated by a Gaussian distribution with mean $\mu_{M_1} = N E \left[ |l(n)|^2 \right]$ and variance $\sigma_{M_1}^2 = N \left[ E \left[ |l(n)|^4 \right] - E^2 \left[ |l(n)|^2 \right] \right] + \frac{1}{2} \left( \chi^2 E \left[ |s(n)|^2 \right] + E \left[ |w(n)|^2 \right] E \left[ |l(n)|^2 \right] \right)$ (See [19] for the proof).
Hence, \( P_d = Q \left( \frac{\gamma - \mu_M}{\sigma_M} \right) \). Substituting for \( \mu_M \) and \( \sigma_M^2 \), we obtain \( P_d \) under hypothesis \( H_1 \):

\[
P_d = Q \left( \frac{\gamma}{\sqrt{N \left( \alpha - 1 \right) (SNR_{FD}^H)^2 + SNR_{FD}^H/2}} \right)
\]  

(4)

where \( \alpha \) is a parameter of the PU signal that relates to its randomness [23]. For example, \( \alpha = 2 \) for complex Gaussian signals. For constant-amplitude signals such as BPSK and QPSK, \( \alpha = 1 \). Generally, \( \alpha \equiv E|l(n)|^2 / E|w(n)|^2 \).

The expressions for \( P_f \) and \( P_d \) in (3) and (4) for FD sensing converge to their HD counterparts (\( P_f \) and \( P_d \)) under perfect SIS (i.e., \( \chi = 0 \)):

\[
P_f = Q \left( \frac{\gamma}{\sigma_a} \sqrt{\frac{2}{N \cdot SNR_{FD}^H}} \right)
\]

(5)

\[
P_d = Q \left( \frac{\gamma}{\sqrt{N \left( \alpha - 1 \right) (SNR_{FD}^H)^2 + SNR_{FD}^H/2}} \right)
\]

(6)

where \( SNR_{FD}^H = E |l(n)|^2 / E |w(n)|^2 \) is the SNR at the secondary receiver of the sensing node in the HD case. Note that the optimal sensing threshold \( \gamma^* \) can be determined according to the system requirements on \( P_f \) and \( (1 - P_d) \).

B. SU Collision Probability

In this section, we analyze the SU collision probability for both FD modes. This probability is defined as the ratio of time overlap between PU and SU transmissions to the duration of one SU transmission period. Practically, the SU can still benefit from the uncorrupted received packets that do not fall in the overlapping period [22].

Generally, there are two possible events that could lead to a PU/SU collision, as shown in Figure 3. First, due to its imperfect sensing, the SU may wrongly decide that the PU is idle and proceed to transmit data when the PU is actually ON. Second, the SU may start transmitting while the PU is idle, but later on the PU becomes active during the SU’s transmission. Both events are considered in the following analysis.

Let \( \tau_1 \) and \( \tau_2 \) be the forward recurrence time for the PU ON and OFF periods, respectively, observed at the end of the initial sensing period \( T_{S_1} \) (see Figure 3). The pdfs of \( \tau_1 \) and \( \tau_2 \) are given by \( f_{\tau_1}(t) = \int_{t_0}^{t} f_{ON}(u) \, du / T_{ON} \), and \( f_{\tau_2}(t) = \int_{t_0}^{t} f_{OFF}(u) \, du / T_{OFF} \). Define \( P_{coll}^{(TS)}(i) = 1 \) for different corresponding sensing outcomes. \( P_{coll}^{(TS)} \) is the SU collision probability under the second scenario, where the PU becomes active during \( T \). It accounts for different cases about the PU return and different corresponding sensing outcomes. The expressions for \( P_{coll}^{(TS)} \) and \( P_{coll}^{(TS)}(i) \) are shown in (10) and (11), respectively, where \( P_{d, j, i} = P_{d, j, i} \) if \( j \leq i \), otherwise \( P_{d, j, i} = 1 \). Similarly, \( P_{f, j, i} \) and \( P_{d, j, i} \) are defined. The ith term in the outer-most summation of (10) represents the probability that the PU becomes idle during the sensing period \( T_{S_i} \) and the corresponding overlapping ratio between the SU and PU transmissions. The last term of (10) represents the case where the PU stays ON throughout the whole SU transmission period. Note that the outcome of \( T_{S_m} \) will not affect the SU collision probability for the current

1) TS Mode: Without loss of generality, we assume that if the PU is active for any part of a sensing duration \( T_{S_i}, i = 1, 2, \ldots, m \), then the SU’s transmission during the whole \( T_{S_i} \) period will be corrupted. Note that an SU’s sensing duration is typically much smaller than the ON/OFF periods of the PU. Define \( P_{TS} = [P_{f, 0} P_{f, 1} \ldots P_{f, m}] \) and \( P_{TS} = [P_{d, 0} P_{d, 1} \ldots P_{d, m}] \) as \( (m + 1) \)-dimensional vectors that represent the false-alarm and detection probabilities for the \( m + 1 \) sensing periods in the TS mode. By definition, \( P_{TS} = P_{f} \) and \( P_{TS} = P_{d} \). As shown in Figure 3, there are two scenarios that lead to a collision. First, if the SU mis-detects the PU activity after \( T_{S_0} \). Although the SU has collided with the PU, it still has the opportunity to detect the PU transmission through any of the parallel sensing durations. The second scenario for collision occurs when the SU correctly decides that the PU is OFF after \( T_{S_0} \), but the PU later switches from OFF to ON during the period \( T \). This may happen during any of the FD sensing periods \( T_{S_i}, i = 1, 2, \ldots, m \). The duration of the overlap between the SU and PU transmissions depends on two parameters: the probability that the PU switches its activity during period \( T \) and the outcomes of the consecutive sensing periods \( T_{S_i}, i = 1, 2, \ldots, m \).

Proposition 3: The conditional probability that the SU collides with the PU given that the SU decides to transmit in the TS mode can be expressed as follows:

\[
P_{coll}^{(TS)} = \left( 1 - P_{TS} \right) P_{coll}^{(TS)} + P_{TS} \right)
\]

(9)

where \( w = (1 - P_f) \left( 1 - P_{TS} \right) + P_f \left( 1 - P_{TS} \right) \) is the probability that the initial sensing process results in \( H_0 \) (i.e., the probability that the SU will attempt a transmission). \( P_{coll}^{(TS)} \) is the SU collision probability given that the SU mis-detects the PU transmission after \( T_{S_0} \). It accounts for different possibilities about the PU leaving the channel during any sensing period \( T_{S_i}, i = 1, 2, \ldots, m \) and different corresponding sensing outcomes. \( P_{TS}^{(TS)} \) is the SU collision probability under the second scenario, where the SU becomes active during \( T \). It accounts for different cases about the PU return and different corresponding sensing outcomes. The expressions for \( P_{TS}^{(TS)} \) and \( P_{TS}^{(TS)}(i) \) are shown in (10) and (11), respectively, where \( P_{d, j, i} \) and \( P_{d, j, i} \) are defined. The ith term in the outer-most summation of (10) represents the probability that the PU becomes idle during the sensing period \( T_{S_i} \) and the corresponding overlapping ratio between the SU and PU transmissions. The last term of (10) represents the case where the PU stays ON throughout the whole SU transmission period. Note that the outcome of \( T_{S_m} \) will not affect the SU collision probability for the current

Fig. 3. Two possible scenarios that lead to a PU/SU collision in the TS mode (similar scenarios arise in the TR mode).
SU transmission session. However, it will affect the next SU’s action. Since the SU is capable of monitoring the PU activity while transmitting, it can abort its communication once such an activity is detected. As a result, the collision probability in the TS mode is smaller than that of the TR/TO modes.

2) TR Mode: Since the SU is carrying out m sensing actions while transmission in the TS mode, we derive the SU collision probability by considering different possibilities about the PU switching process during an SU action (with a precision of $T_{SU}$ duration). For the sake of comparison, we assume that the period $T$ is divided into m equal durations $T_i$, $i = 1, 2, \ldots, m$ in the TR mode. This assumption is just to simplify the derivation, and does not have any effect on the physical SU operation. Similar to the TS mode, two scenarios can lead to a collision in the TR mode. Hence, the probability that the SU collides with the PU given that the SU decides to transmit data after $T_{SU}$ is given in (12). Note that, according to our definition, the SU’s collision probability in the TO mode is similar to that of the TR mode.

C. PU Outage Probability

Although the overlap duration is the same for the colliding SU and PU transmissions, the two have different collision probabilities, as their transmission durations may be different.

1) TS Mode: To illustrate the difference between the SU collision probability and the PU outage probability in the TS mode, consider the first collision scenario. According to Figure 3, the SU’s decision after the instant where the PU becomes idle during $T$ (i.e., $\tau_1 < T$) will not have any impact on the PU outage probability, as the PU ON period is already determined (in contrast to the SU collision probability).

Proposition 4: The conditional PU outage probability in the TS mode given that the SU decides to transmit can be expressed as follows:

$$P_{O_2}^{TS} = \sum_{i=1}^{m} \left[ P_{O_2}^{OFF} \prod_{j=1}^{m-1} (1-P_{f,j}) \right] \left( \sum_{j=i}^{m} \frac{P_{d,j} T_{Sk}}{1-P_{d,j}} \frac{\min(j,i)}{T_{Sk}} \prod_{k=1}^{m-j} (1-P_{d,k}) \right)$$

where $P_{O_2}^{TS}$ represents the PU outage probability under the second SU collision scenario, respectively. The ratio of the overlap duration to the total SU transmission period is determined by the instant where the PU switches its activity during period $T$ (if any) and the SU sensing outcomes. All these different possibilities are accounted for in $P_{O_2}^{TS}$, which are given, along with the proposition’s proof, in our technical report [19] (due to space limits).

2) TR Mode: In this mode, the PU outage probability $P_{o_2}^{TR}$, given in (14), has a very similar structure to $P_{o_2}^{TS}$ except for the replacement of the SU transmission duration by the average PU ON period. Note that the PU outage probability under the TO mode is the same as that under the TR mode due to the similarity in the sensing-transmission structure.

IV. ADAPTIVE SU COMMUNICATION STRATEGY

In this section, we study important tradeoffs in the TR and TS modes and introduce an adaptive strategy for the SU link.

A. Sensing/Throughput Tradeoff

First, we analyze the SU’s throughput under different modes of operation. Given our definition of a successful SU transmission (portion of the SU transmission duration where no overlap between the SU and PU transmissions take place), we formulate the SU throughput as follows:

1) TS Mode: The SU may gain some throughput during the non-overlapping portions of $T$. To compute the SU throughput under the TS mode, we need to consider two cases. First, if the SU mis-detects the PU activity, it will not gain any throughput, unless the PU completes its transmission before the end of $T$. Second, if the SU correctly identifies an idle channel, it will gain log $(1 + SNR_{TS})$, where $SNR_{TS} = P_1 |h_{ij}|^2 / \sigma_i^2$ is the SNR at a receiving SU node $j$ from a transmitting SU node $i$ under the TS mode. However, this throughput gain may be reduced by the PU transmission if the SU decides to access the same channel currently used by the SU. To formulate the SU throughput under the two possible scenarios, we need to address different cases where the PU switches its activity during any of the parallel sensing periods $T_{SU}$ and consider different outcomes from the imperfect sensing durations.

Proposition 5: The total SU throughput under the TS mode is as follows [See [19] for the proof]:

$$R_{TS} = \frac{(1-p) (1-P_{d})}{w} R_{1TS} + \frac{p (1-P_{f})}{w} R_{2TS}$$

where $R_{1TS}$ and $R_{2TS}$ are the ratios of the non-overlapping durations (between the SU and PU transmissions) to the
summation of the initial sensing period and the “actual” SU transmission period under the first and second collision scenarios, respectively. Note that the actual transmission period in the TS mode does not have to be exactly \(T\) as the SU may abort communication if any PU activity is detected. The expressions for \(R_{TS}^{(1)}\) and \(R_{TS}^{(2)}\) are given in [19].

2) \(TR\) Mode: The benefit of using SIS in this mode is to achieve higher SU throughput by enabling bidirectional communications over the same channel. The total SU throughput, shown in (15), is the sum of the throughput of the two directions, where \(G = \log (1 + \text{SNR}_{TR}^{(1)}) + \log (1 + \text{SNR}_{TR}^{(2)})\) is the SU throughput gain, \(\text{SNR}_{TR}^{(1)} = P_i |h_{ij}|^2 / (\sigma_j^2 + \chi^2 P_j |h_{jj}|^2)\) is the SNR in the \(TR\) mode at SU node \(j\) for a transmission from SU node \(i\), \(h_{jj}\) is the channel gain from transmitter \(j\) to receiver \(j\) at the same node (i.e., the self-interference channel), and \(\sigma_j^2\) is the noise variance at node \(j\). \(R_{TR}\) is basically formulated by multiplying the bidirectional SU throughput by the ratio of the non-overlapping SU transmission duration to the total initial sensing plus transmission durations. Note that, the SU throughput in the HD mode, \(R_{HD}\), can be formulated similar to \(R_{TR}\). However, \(R_{HD}\) includes only the throughput of the forward link \(\log (1 + \text{SNR}_{HD})\), where \(\text{SNR}_{HD} = \text{SNR}_{TS}\).

Now that the SU throughput is obtained for each mode, we proceed to optimize the SU operation. Two optimization problems \((P1\) and \(P2\)) are considered, which explore the sensing/throughput tradeoff in the TS and TR modes. Specifically, our objective in \(P1\) is to determine the optimal sensing and transmission durations, \(T_S\) and \(T\), so as to maximize the SU throughput in the TS mode subject to a constraint on the PU outage probability. Formally,

\[ P1: \text{maximize } R_{TS} \]

subject to

\[ P^{TS}_{out} \leq P^{TS}_{out}^{*}, \quad \sum_{i=1}^{m} T_{Si} \leq T \]

\[ T_{min} \leq T \leq T_{max}, \quad T_{Si, min} \leq T_{Si} \leq T_{Si, max} \quad \forall i \]

where \(T_S = [T_{S0}, T_{S1} \ldots T_{Sm}]\) is an \((m + 1)\)-dimensional vector whose elements are the sensing durations in the TS mode and \(P^{TS}_{out}\) is a desired bound on the PU outage probability under the TS mode. \(T_{Si, min}, T_{Si, max}, T_{min}, \text{ and } T_{max}\) represent constraints on the minimum and maximum values of the optimization parameters. \(P1\) addresses the sensing/throughput tradeoff from different perspectives. First, with regard to \(T_S\), we have \(m + 1\) optimization parameters. For \(T_{S0}\), there is an optimal solution that maximizes \(R_{TS}\) for any given \(T_{S1}, i = 1, 2, \ldots, m\) and a given \(T\). The detection probability increases monotonically with \(T_{S0}\), ultimately satisfying constraint \(P^{TS}_{out}\). At the same time, increasing \(T_{S0}\) will reduce the transmission duration, hence reducing the throughput (assuming that the SU either senses or transmits over a channel). The confluence of the two factors ensures that there exists one local optimal point. Generally, the optimal values for the \(m\) sensing periods \(T_{Si}, i = 1, 2, \ldots, m\) depend on two competing goals. First, increasing these durations will improve the sensing accuracy of the SU, and hence reduce the PU outage probability and enhance the SU throughput. Second, if these parallel sensing durations increase beyond a certain point, this may delay the SU decisions, taken at the end of the sensing durations, which may affect the SU performance negatively. With regard to the SU transmission duration, Increasing \(T\) will increase the SU throughput. However, if \(T\) is increased beyond a certain limit, it will cause a reduction in the throughput due to the high probability that the PU becomes active in the currently used channel. Note that \(m\) can be determined using the second constraint in \(P1\), after determining the optimal values for \(T_S\) and \(T\).

Next, we consider optimizing the parameters of the TR mode, namely, \(T_{S0}\) and \(T\) in \(P2\), to maximize the SU throughput subject to a given PU outage probability:

\[ P2: \text{maximize } R_{TR} \]

subject to

\[ P^{TR}_{out} \leq P^{TR}_{out}^{*}, \quad \sum_{i=1}^{m} T_{Si} \leq T \]

\[ T_{min} \leq T \leq T_{max}, \quad T_{S0, min} \leq T_{S0} \leq T_{S0, max} \]

Using a similar argument as in \(P1\), it is easy to see that the sensing/throughput tradeoff exists in \(P2\) w.r.t. both parameters \(T_{S0}\) and \(T\). However, in \(P2\) we only have \(T_{S0}\) instead of \(T_S\).

Since \(P1\) and \(P2\) are non-convex in \(T_S\) and \(T\), an exact optimal solution cannot be obtained in polynomial time. Instead, we rely on a discretization approach to obtain a near-optimal solution using a brute-force search method. Details about the solution and the choice of the constraints can be found in [19].

B. Spectrum Awareness/Efficiency Tradeoff

The TS and TR modes give rise to a spectrum awareness/efficiency tradeoff. Specifically, the SU may select the TS mode to continuously sense the channel while transmitting. This way, it decreases the probability of colliding with the PU. On the other hand, the SU may decide to utilize the spectrum efficiently by transmitting and receiving data over the same channel (TR mode). Our objective is to determine the optimal strategy \(\pi^*\) for the SU. To do that, we consider a combined \(P1/P2\) formulation as follows:

\[ P3: \text{maximize } \pi \quad R = \max (R_{S0}^*, R_{TS}^*, R_{TR}^*) \]
\[ R_{TR} = G \left[ \frac{(1-p)(1-P_T)}{w} + \sum_{i=1}^{m} \frac{P^\text{OFF}_{\text{SU}}}{m} \frac{T - \sum_{k=1}^{i} T_k}{T + T_{SO}} \right] + \frac{p(1-P_T)}{w} \sum_{i=2}^{m} \frac{P^\text{OFF}_{\text{SU}}}{m} \frac{\sum_{k=1}^{i-1} T_k}{T + T_{SO}} \frac{1 - F_{T_2}(T)}{T + T_{SO}} \]  

where \( R_{SO}^* \triangleq 0, R_{TS}^* \), and \( R_{TR}^* \) are the optimal SU’s throughput in the sensing-only (SO), TS, and TR modes, respectively. In the SO mode, the SU carries out in-band sensing-only or out-of-band sensing-only process. In some cases, when the probability that the PU becomes active is too large, or the SU is sure that the PU is active (e.g., multiple consecutive busy sensing outcomes), it is better for the SU to operate in the SO mode as the TR/TS modes will not satisfy the PU outage constraint (in this case, TS/TR modes will not be available in P3 due to the violation of the PU outage constraint). In P1 and P2, the SU calculates the maximum achievable throughput in the TS and TR modes under the specified constraints, then in P3 it selects the action that provides the higher throughput as long as it satisfies the outage constraint. Denote the action space of the SU by \( A = \{2(\text{TR}), 1(\text{TS}), 0(\text{SO})\} \).

**Theorem 1:** The optimal SU strategy \( \pi^* \) is given by (See [19] for the proof):

\[
\pi^* = \begin{cases} 
2 & \text{if } p \geq p_2^* \\
1 & \text{if } p_1^* \leq p < p_2^* \\
0 & \text{if } p < p_1^* 
\end{cases}
\]  

where \( p_1^* \) and \( p_2^* \) are two threshold values:

\[
p_1^* = \min \left\{ p : P^{\text{TR}}_{\text{out}} \leq P^{\text{OFF}}_{\text{out}} \right\} 
\]  

\[
p_2^* = \max \left\{ \min \left\{ p : P^{\text{TR}}_{\text{out}} \leq P^{\text{OFF}}_{\text{out}} \right\} , \min \left\{ p : R_{TR}^* > R_{TS}^* \right\} \right\} .
\]

The scheme has a threshold-based structure that depends on the SU belief \( p \). The SU selects the TR action if \( p \) is larger than \( p_2^* \), as there is a high probability that the PU is idle and hence, it is better for the SU to utilize this opportunity to increase its throughput. On the other hand, if \( p_1^* < p < p_2^* \), the SU will not be able to satisfy the PU outage probability constraint under the TR mode. Hence, the SU selects the TS mode to monitor the PU activity while transmitting. However, in some cases the SU has to stop transmitting over the current channel (i.e., operate in the SO mode), though it gets zero throughput. This may happen if the probability that the PU returns to the currently used channel is very high (i.e., \( p < p_1^* \)), in which case the SU cannot satisfy the PU outage probability constraint even if it operates in the TS mode. Note that this switching policy also accounts implicitly for the SIS capabilities of both communicating SUs. For instance, if \( x_1 \) and \( x_2 \) of both SUs are very low, then \( R_{TR}^* > R_{TS}^* \), and the only factor that causes switching from TR to TS will be the violation of the PU outage probability constraint. On the other hand, if SUs have low SIS capabilities, then \( R_{TR}^* < R_{TS}^* \) due to the high self-interference power which will dramatically decrease the node’s SNR.

---

For some probability distributions (e.g., Gaussian, Uniform, etc.), the probability that the PU becomes active increases with time.

**V. POWER OPTIMIZATION FOR AN SIS-CAPABLE UNDERLAY DSA SYSTEM**

**A. Motivation and System Model**

In this section, we consider the power optimization problem in an SIS-capable DSA system, operating according to the underlay model. In this model, SUs transmit concurrently with the PU while controlling their interference onto the PU receiver. TR, (subscript ‘u’ stands for underlay) is the only FD mode that SUs can use. To control their interference, SUs can adapt their transmission parameters based on feedback information they overhear from the PU receiver (e.g., ACK/NACK).

The secondary network consists of \( K \) transmitter-receiver pairs. For notation purposes, the \( i \)th SU link will be denoted by \( i = (2i - 1, 2i) \), \( i = 1, 2, \ldots, K \). For the primary link, let \( P_{nu} \) denotes the transmission power of the primary transmitter and \( h_p \) be the channel gain of the primary link. Let \( h_{ip} \) be the channel gain from SU \( i \) to the primary receiver, \( i = 1, 2, \ldots, 2K \). Channels \( h_p \) and \( h_{ip} \) are modeled as Rayleigh fading channels. Hence, \( |h_p|^2 \) and \( |h_{ip}|^2 \) are exponentially distributed random variables with unit mean. In a typical DSA network, the transmission powers of PUs are much higher than those of SUs. Hence, we focus on cases where SUs do not interfere with each others. Existing literature can be used to tackle the issue of secondary-secondary interference.

For the \( TR_u \) mode, the SINR \( \delta \) at the primary receiver can be expressed as \( \delta = \frac{P_{nu}|h_p|^2}{\sum_{i=1}^{2K} \rho_i |h_{ip}|^2 + \sigma_p^2} \), where \( \sigma_p^2 \) is the noise variance at the primary receiver. Note that in the HD case, the summation in the denominator contains \( K \) terms only. An outage to the primary link occurs when \( \delta \) falls below a certain threshold \( \delta_{th} \). Even in the absence of SUs, an outage may still occur due to random channel fading. In this case, the outage probability for the primary link can be expressed as \( \zeta = \Pr[\delta \leq \delta_{th}] = 1 - \exp(-\sigma_p^2/\delta_{th}/P_{nu}) \). Hence, the following constraint on the PU outage probability can be imposed to maintain a certain QoS for the primary link in the presence of SUs: \( \Pr[\delta \leq \delta_{th}] \leq \zeta \), where \( \zeta \) is a given parameter. Although we have not considered any constraint on the maximum SU transmission power (to reduce complexity), this can be easily incorporated in the optimization problem.

There exists a tradeoff between limiting SU’s interference so as to reduce the PU outage probability (i.e., operating in the TO_u, where only one node is active per link) and efficiently utilizing the spectrum (i.e., operating in the TR_u mode, while inducing more interference). The objective of our optimization problem is to determine the optimal SUs’ transmission powers that maximize the sum throughput of the bidirectional \( K \) SU links while maintaining that the PU outage probability kept
below a certain threshold. Formally, the objective function is:

\[ f(P) \equiv \sum_{i=1}^{2K} \log \left( 1 + \frac{P_i |h_{i|i}|^2}{\sigma_i^2 + \chi_i^2 P_i |h_{i|i}|^2 + I_i} \right) \]  

(18)

where \( P \equiv [P_1, P_2, \ldots, P_{2K}] \) is the SU transmission power vector, \( i \) denotes the peer node of SU node \( i \) (i.e., for link \((1, 2)\), if \( i = 1 \), then \( i = 2 \) and vice versa), \( I_i \) and \( \sigma_i \) are the PU interference and the noise power at node \( i \). Although, we have only \( K \) secondary links, the summation in (18) has \( 2K \) terms because of the bidirectionality of each link.

**B. Optimization Problem**

In this section, we first convert the underlying non-convex optimization problem to a convex problem using geometric programming techniques [25]. Then, we solve it using a classical Lagrangian approach. The solution of this problem in the FD case converges to the HD case at perfect SIS. The power control problem for SUs in the TR mode is as follows:

**P4**: maximize \( f(P) \)

subject to \( \Pr[\delta \leq \delta_{th}] \leq \zeta \).  

\[ \text{Pr}[\delta \leq \delta_{th}] = \text{Pr}\left[ \frac{|h_p|^2}{P_{ru}} \leq \frac{\delta_{th} \sigma_p^2}{P_{ru}} + \delta_{th} \frac{\sum_{i=1}^{K} P_i |h_{i|p}|^2}{P_{ru}} \right] = 1 - \left( \frac{\delta_{th} \sigma_p^2}{P_{ru}} \right)^{K} \left( 1 + \frac{\delta_{th} P_i}{P_{ru}} \right)^{-1}. \]

To simplify the notation, define \( \psi = (1 - \zeta) / (1 - \zeta) \), which is the ratio of the PU successful transmission probability given that SUs are OFF to that when SUs are ON. Then the PU outage constraint can be expressed as follows:

\[ \prod_{i=1}^{2K} \left( 1 + \frac{\delta_{th} P_i}{P_{ru}} \right) \leq \psi. \]  

(20)

This outage constraint can be converted to a convex function using geometric programming techniques [25]. We can apply variable transformation in the log domain by letting \( y_i = \log(P_i), i = 1, 2, \ldots, 2K \), resulting in \( \sum_{i=1}^{2K} \log \left( 1 + \frac{\delta_{th} P_i}{P_{ru}} \right) \leq \log \psi \). Let \( Y = (y_1, y_2, \ldots, y_{2K}) \).

At high SINRs, and after applying the transformation of variables, the objective function in (19) can be reformulated as \( \sum_{i=1}^{2K} y_i + \log |h_{i|i}|^2 - \log \left( \sigma_i^2 + \chi_i^2 e^{y_i} |h_{i|i}|^2 + I_i \right) \). By examining this function, which is a summation of the throughput of \( K \) secondary links, we notice that \( y_i \), for example, (which corresponds to power \( P_i \) in (18)) is present as the desired signal in the throughput of the forward link and as a self-interference in the throughput of the backward direction of the same first link. Rearranging the terms to include all the terms with \( y_i \), we get \( \sum_{i=1}^{2K} \left( y_i + \log |h_{i|i}|^2 - \log \left( \sigma_i^2 + \chi_i^2 e^{y_i} |h_{i|i}|^2 + I_i \right) \right) \).

Without loss of optimality, we ignore the constant \( \log |h_{i|i}|^2 \). Also, to simplify the analysis, we define the following terms which are not functions of \( Y \). Let \( C_i \equiv \sigma_i^2 + I_i, \forall i \) and \( C \equiv \delta_{th}/P_{ru} \).

Hence, our convex optimization problem can be written in the standard form as follows:

\[ \hat{P}_4: \text{minimize}_{Y} \quad f_0(Y) = -\sum_{i=1}^{2K} \left[ y_i - \log \left( C_i + \chi_i^2 e^{y_i} |h_{i|i}|^2 \right) \right] \]

subject to \( \sum_{i=1}^{2K} \log \left( 1 + C e^{y_i} \right) \leq \log \psi. \)

**Lemma 1**: Our optimization problem is now a convex problem which can be solved analytically [27].

We formulate the Lagrangian \( L \) with a multiplier \( \lambda \geq 0 \):

\[ \hat{L}(Y, \lambda) = -\sum_{i=1}^{2K} \left[ y_i - \log \left( C_i + \chi_i^2 e^{y_i} |h_{i|i}|^2 \right) \right] + \lambda \left( \sum_{i=1}^{2K} \log \left( 1 + C e^{y_i} \right) - \log \psi \right). \]

(21)

We define the Lagrange dual function \( g \), which yields a lower bound on the optimal value of the original problem (i.e., \( g(\lambda) \leq f_0(Y^*) \)).

\[ g(\lambda) = \inf_{Y} \hat{L}(Y, \lambda) = \inf_{y_i} \left[ y_i - \log \left( C_i + \chi_i^2 e^{y_i} |h_{i|i}|^2 \right) \right] + \lambda \left( \sum_{i=1}^{2K} \log \left( 1 + C e^{y_i} \right) - \log \psi \right). \]

**Lemma 2**: The optimal value of \( y_i \) as a function of \( \lambda \) can be expressed as follows (see [19] for the proof):

\[ y^*_i(\lambda) = \log \left( -C_i C(\lambda - 1) + \sqrt{C_i^2 C^2 (\lambda - 1)^2 + 4C_i C \lambda \chi_i^2 |h_{i|i}|^2} \right) \]

\[ 2C \lambda \chi_i^2 |h_{i|i}|^2 \]

\[ \forall \lambda \geq 0, i = 1, 2, \ldots, 2K. \]

The Lagrange dual problem can be formulated as follows:

**P5**: maximize \( \lambda \) \( g(\lambda) \)

subject to \( \lambda \geq 0 \).

Since \( \psi \) has to be greater than 1 to give room for secondary access, the constraint of the primal problem can be satisfied with strict inequality by setting \( P_i = 0, i = 1, 2, \ldots, 2K \), in (20) (i.e., slater’s condition is satisfied). Hence, the duality gap between the primal and dual problems is zero (i.e., strong duality holds), and the solution of the dual problem will be the same as the primal problem.

**Theorem 2**: The optimal power \( P_i^* \), \( i = 1, 2, \ldots, 2K \) for the \( i \)th SU operating in a FD fashion can be expressed as follows:

\[ P_i^* = \frac{-C_i C(\lambda^* - 1) + \sqrt{C_i^2 C^2 (\lambda^* - 1)^2 + 4C_i C \lambda^* \chi_i^2 |h_{i|i}|^2}}{2C \lambda^* \chi_i^2 |h_{i|i}|^2} \]
where $\lambda^*$ is the optimal solution to the Lagrange dual problem. Differentiating $g(\lambda)$ with respect to $\lambda$ and equating the result to zero, we get $\lambda^*$ by solving $\prod_{i=1}^{2K} \left(1 + C P^*_i\right) = \psi$ numerically.

**Corollary 1**: The optimal transmission power for an SU operating in a FD fashion converges to the HD case at perfect SIS (See [19] for the proof). That is, at $\chi = 0$, $P^*_i = \frac{\psi}{C} - \chi_i$, which is the same as the optimal solution obtained for the HD case [17], but for $2K$ links (since we have 2 active nodes/link). On the other hand, if SUs operate in HD fashion, their optimal powers are given by $P^*_{i(HD)} = \frac{\psi \chi}{C} - 1$, for $i = 1, 2, \ldots, K$.

**C. Communication Mode Selection Algorithm (CMSA)**

In the previous section, we derived the optimal transmission powers for SUs communicating in the FD TR$_u$ mode. However, operating in TR$_u$ mode is not always the best option, especially at high values of $\chi$ due to the residual self-interference. We would like to determine the threshold values for $\chi$, which determines the optimal communication mode (TR$_u$ or TO$_u$). Let $\chi^{(1)}_i$ be the threshold for the $i$-th SU, $i = 1, 2, \ldots, 2K$. Note that these thresholds depend on the estimated channels gain and noise variances. Because $\chi$ may differ from one node to another and since these thresholds are time varying, both communicating nodes should negotiate to determine the optimal operation mode and the corresponding transmission powers. This process should be repeated to update the threshold values, and the optimal mode. Hence, we introduce the following mode selection algorithm.

Consider the first SU link $l_1 = (1, 2)$, which consists of two SU nodes 1 and 2. The throughput of $l_1$ in the TO$_u$ mode is $R_{TO_u} = \log(1 + \frac{P^*_i|h_{12}|^2}{\sigma^2})$, while that in the TR$_u$ mode is:

$$R_{TR_u} = \log \left(1 + \frac{P^*_i|h_{12}|^2}{\sigma^2 + \chi^2 P^*_i|h_{21}|^2} \right) + \log \left(1 + \frac{P^*_i|h_{21}|^2}{\sigma^2 + \chi^2 P^*_i|h_{11}|^2} \right)$$

Since the SU has two operation modes, TR$_u$ and TO$_u$, the maximum secondary throughput $R_u$ can be expressed as: $R_u = \max(R_{TR_u}, R_{TO_u})$.

**Theorem 3**: The optimal mode selection policy is given by (see [19] for the proof):

$$a^* = \begin{cases} R_{TR_u}, & \text{if } (\chi_1, \chi_2) < \left(\chi^{(1)}_1, \chi^{(1)}_2\right) \\ R_{TO_u}, & \text{otherwise} \end{cases}$$

where $\left(\chi^{(1)}_1, \chi^{(1)}_2\right)$ is any point that satisfies equation (22).

This threshold curve described by (22) is obtained by equating $R_{TR_u}$ and $R_{TO_u}$ and finding the optimal regions for both modes. At low values of $\chi_1$ and $\chi_2$, it’s better for the SU to operate in the TR$_u$ mode to increase its throughput. However, $R_{TR_u}$ decreases with $\chi_1$ and $\chi_2$ until reaching the threshold curve, where any further increment in the values of $\chi_1$ and $\chi_2$ will force the SU to operate in the TO$_u$ mode.

**Corollary 2**: For two communicating SUs with equal SIS capability factors (i.e., $\chi_1 = \chi_2 = \chi$), the following policy is optimal:

$$a^* = \begin{cases} \text{(TR$_u$)}, & \text{if } \chi < \chi_{th} \\ \text{(TO$_u$)}, & \text{otherwise} \end{cases}$$

where $\chi_{th}$ is the point where $R_{TR_u} = R_{TO_u}$, which can be derived using a similar approach to that used in deriving (22).

Using theorems 2 and 3, secondary nodes can execute Algorithm 1 with the help of a network coordinator (NC) to maximize the sum-throughput. We assume that $C$, $\psi$ and $K$ are known a priori to all users. For a given secondary link, a master SU is the node that applies CMSA and negotiate with the slave node to determine the optimal communication mode. Note that in theorem 3, we only consider one way traffic from node 1 to 2 in the HD mode assuming that SU 1 is the master node at this time instant. The role of the master/slave can be exchanged between both nodes according to the traffic flow. Define $K_{FD}$ and $K_{HD}$ as the number of active FD and HD links, respectively. Note that $K_{FD} + K_{HD} = K$. Due to space limit, we illustrate more about this algorithm in [19].

**VI. Numerical Results**

A. *Overlay Model*

Unless stated otherwise, we use the following parameters. $f_s = 6\text{MHz}$, $\sigma^2 = 5$, $m = 500$, $SNR_{HD} = -20\text{ dB}$, $\alpha = 1$, $p = 0.5$, $T_{ON}$ and $T_{OFF}$ are exponentially distributed random variables with means $T_{ON} = T_{OFF} = 5$, and $SNR_{FD} = 20\text{ dB}$. Due to space limits, more results can be found in [19].

1) **Performance Metrics**: We first evaluate the performance of waveform-based spectrum sensing for the FD TS mode and compare it with the energy-based sensing. Figures 4 and 5 depict $P_T$ and $P_d$ versus the sensing duration for different values of $\chi$. Generally, the performance of any spectrum sensing technique expectedly improves (i.e., $P_T$ decreases and $P_d$ increases) with the sensing duration, as more samples are being used for PU detection. Also, as $\chi$ increases the...
\[
q(\chi_{th}^{(1)}, \chi_{th}^{(2)}) = P_2^* |h_{21}|^2 \left( \sigma_2^2 + \left( \chi_{th}^{(2)} \right)^2 P_2^* |h_{22}|^2 \right) + P_1^* |h_{12}|^2 \left( \sigma_1^2 + \left( \chi_{th}^{(1)} \right)^2 P_1^* |h_{11}|^2 \right) + \left( P_1^{*\text{HD}} |h_{12}|^2 / \sigma_2^2 \right) \left( \sigma_2^2 + \left( \chi_{th}^{(2)} \right)^2 P_2^* |h_{22}|^2 \right) \left( \sigma_1^2 + \left( \chi_{th}^{(1)} \right)^2 P_1^* |h_{11}|^2 \right) = 0.
\]

Next, we evaluate the SU collision probability and the PU outage probability for the two FD modes (TS and TR) as well as the TO mode. As shown in Figure 6, with perfect SIS the SU can achieve a lower collision probability in the TS mode.

The performance of waveform-based sensing (and similarly for energy-based sensing) degrades due to the increase in the residual self-interference. At perfect SIS, \( P_1^* \) and \( P_2^* \) converge to the HD case. As shown in the Figures, SUs need about 20% longer sensing durations to achieve the same sensing accuracy of the HD mode with 20% residual self-interference.

\[\chi_{10} = 0.5 \text{ ms} \]

\[\chi_{20} = 0.5 \text{ ms} \]

\[\chi_{12} = 0.5 \text{ ms} \]
than in the TO/TR modes. \( P_{\text{coll}}^{(\text{TR})} \) increases with \( T \) due to the higher probability that the PU will become active again. This effect is negligible in the TS mode, as the SU continuously monitors PU activity while transmitting. Figure 7 demonstrates the benefit of operating in the TS mode, where a reduction of almost 100\% in the PU outage probability is possible relative to the TR/TO modes, even in the case of fast varying PU activity. Note that the PU outage probability in the TS mode is in the order of \( 10^{-5} \) (not shown in Figure 7 due to the significant difference between \( P_{\text{coll}}^{(\text{TR})} \) and \( P_{\text{coll}}^{(\text{TS})} \)).

2) Sensing/Throughput Tradeoff: Figure 8 shows the advantage of the TR mode over other modes. For a given \( m \), increasing \( T \) corresponds to longer \( T_{S_i} \). At very small values of \( T \) and with perfect SIS, we notice that \( R_{TO} \) is greater than \( R_{TS} \), which happens due to high values of \( P_{d} \) and \( (1 - P_{d}) \) (which cause wrong decisions for the SU). As \( T \) increases, the SU throughput in the TS mode becomes higher than that of the TO mode, as \( P_{\text{coll}}^{(\text{TS})} \) becomes smaller. Note that increasing \( T \) initially increases the SU throughput, up to a certain point, where any further increment causes increase in the collision probability, which has a dominant (negative) effect on throughput. Figures 9 and 10 show the effect of imperfect SIS on the SU throughput. As \( \chi \) increases, \( R_{TR} \) decreases due to the additional self-interference. Also, \( R_{TS} \) decreases with \( \chi \) due to the poor sensing performance that occur because of the self-interference.

3) Spectrum Awareness/Efficiency Tradeoff: Next, we consider the optimization problems \( P1 - P3 \) with a PU outage probability constraint \( 10^{-9} \). Figure 11 shows how the SU can adaptively switch between the TR and TS modes according to \( p \) to maximize the throughput. To show the relation between the maximum SU throughput and \( \chi \), we solve our optimization problems at different values of \( \chi \) and for a PU outage probability constraint \( = 4 \times 10^{-6} \). As shown in Figure 12, at low \( \chi \), the best action for the SU is the TR mode. However, as \( \chi \) increases, the throughput achieved at the TR mode decreases due to the increase in the self-interference. In this case, the best action for the SU is the TS mode.

B. Underlay Model

We set a constraint on the maximum SU transmission power. Let \( P_i \in [0, P_{\text{max}}] \), where \( P_{\text{max}} \) is the maximum transmission power for an SU. We set \( \psi = 1.28 \), \( C_i = 0.04 \), \( C = 1/30 \), \( P_{\text{max}} = 10 \) and unity channel gains.

1) Secondary throughput for FD/HD modes: We start by the case where the PU outage constraint is loose. Figure 13 shows the variation of the SU throughput with \( P_2 \) at different values of \( P_1 \) for \( \chi = 0.1 \). Although \( \chi \) is very low, a reduction in the SU throughput occurs due to the residual self-interference than the case for perfect SIS (Figure can be found in [19]). Figure 14 shows the variation of the SU throughput versus the SU transmission power at \( \chi = 0.1 \) after incorporating the PU outage constraint. Adding this constraint causes a truncation in the throughput curve because as the transmission powers of both nodes increase, the interference on the primary receiver increases. At the HD case (\( P_1 = 0 \) in Figure 14), the SU throughput increases with \( P_2 \) until the point that the transmission power value violates the PU outage constraint. The value of this changing point decreases as \( P_1 \) increases until it reaches zero for \( P_1 = 10 \).

2) CMSA for SUs with Same SIS Factor: Figure 15 shows the maximum SU throughput for an SU link at different values of \( \chi \). At low \( \chi \) values, the optimal mode is the TR mode. However, if \( \chi \) exceeds a certain threshold \( \chi_{th} \), one of the SU should keep silent (i.e., optimal mode is TO mode). Note also that the throughput at the TR mode decreases with \( \chi \). Figure 16 shows the optimal transmission powers at different operation modes. At the FD mode, both nodes will have the same optimal power. If \( \chi > \chi_{th} \), SUs will operate in a HD fashion, where the slave node will keep silent.

3) CMSA for SUs with Different SIS Factor: Figure 17 shows the variation of the maximum SU throughput with \( \chi_1 \) and \( \chi_2 \). The threshold values, \( \chi_{th}^{(1)} \) and \( \chi_{th}^{(2)} \), separate between the FD and HD regions, which can be represented by the threshold curve \( q(\chi_{th}^{(1)}, \chi_{th}^{(2)}) \) shown also in (22). For nodes with \( \chi_1 \) and \( \chi_2 \) that are less than the threshold values (or equivalently achieves positive \( q \)), the optimal action is the TR mode, where the throughput in this case is a decreasing function of \( \chi_1, \chi_2 \). On the other hand, if \( \chi_1 \) and \( \chi_2 \) returns negative q, the optimal mode is the TO mode. Figures 18 and 19 show the optimal transmission powers for the master and slave SUs, respectively as a function of \( \chi_1 \) and \( \chi_2 \). At the region where SUs operate in the FD mode, the optimal transmission power vary according to the SIS capability factors of both nodes. However, when \( \chi_1 \) and \( \chi_2 \) go beyond the threshold values, the optimal transmission power will be constant for the master SU and zero for the slave SU.

VII. CONCLUSIONS

We proposed and studied a novel application of FD/SIS in the context of DSA systems. Two DSA models were considered: overlay and underlay. For the overlay model, we analyzed two FD modes of operation for an SU device (TS and TR). According to our results, a significant reduction (almost 100\% relative to the TO mode) in the PU outage probability can be achieved under the TS mode. On the other hand, the SU throughput can almost be doubled by operating in the TR mode. We studied the effect of imperfect SIS and found that longer sensing durations are needed in the TS mode (under imperfect SIS) than that of the sensing-only phase to achieve the same performance. We studied the sensing/throughput and the spectrum awareness/efficiency tradeoffs of the new FD modes, and proposed an optimal adaptive strategy for the SU link. For the spectrum underlay model, we studied the power control problem for K FD-capable secondary links, derived their optimal transmission powers, and proposed a mode selection algorithm.
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