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Abstract—In this paper, coded multiple-input-multiple-output
(MIMO) communication schemes for data transmission over
the optical atmospheric turbulence channels are studied. Two
strategies are proposed and compared. The first is based on
repetition coding, and the second on space-time (ST) coding. Both
approaches employ low-density parity-check (LDPC) codes. The
LDPC codes are designed using the concept of pairwise balanced
design (PBD), balanced incomplete block design (BIBBD), and
block—circulant (array) codes. To improve the spectral efficiency,
we employ a bit-interleaved (BI) LDPC-coded modulation based
on the pulse amplitude modulation (PAM). A better bit error rate
(BER) performance is achieved by the iteration of extrinsic infor-
mation between a demapper and LDPC decoder. The simulations
show that the LDPC-coded MIMO schemes can operate under
a strong atmospheric turbulence and at the same time provide
excellent coding gains compared with the transmission of uncoded
data. To verify the efficiency of the proposed coding schemes,
achievable information rates are computed when the turbulence is
modeled by a gamma-gamma distribution.

Index Terms—Atmospheric turbulence, direct detection, free-
space optical (FSO) communications, low-density parity-check
(LDPC) codes, space-time (ST) coding.

I. INTRODUCTION

REE-SPACE optical (FSO) communications has recently
F received a significant attention as a possible alternative to
conventional radio-frequency (RF)/microwave links for solving
bottleneck connectivity problems in hybrid communication net-
works [1]. FSO communications also represents a promising
technology to integrate a variety of interfaces and network el-
ements. However, to exploit all potentials of FSO communica-
tion systems, the designers have to overcome some of the major
challenges related to the optical wave propagation through the
atmosphere. Namely, an optical wave propagating through the
air experiences fluctuations in amplitude and phase due to at-
mospheric turbulence [1]-[7]. This intensity fluctuation, also
known as scintillation, is one of the most important factors de-
grading the performance of an FSO communication link, even
under the clear sky conditions.
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The performance of FSO communication systems can be im-
proved by using MIMO communication techniques. In the case
of FSO communications, the MIMO concept is realized by em-
ploying multiple optical sources at the transmitter side and mul-
tiple detectors at the receiver side. In this paper, two scenarios,
both employing low-density parity-check (LDPC) codes, are
studied: 1) repetition multiple-input—-multiple-output (MIMO)
and 2) space—time coding [8]-[10]. Although this concept is
analogous to wireless MIMO concept, the underlying physics
is different, and optimal and suboptimal configurations for this
channel are needed. In several recent publications, the MIMO
scheme alone [2], [3] and its concatenation with different coding
techniques [6] were studied assuming an ideal photon-counting
receiver (the recent article [7] is an exception). In [6], we show
that LDPC-coded repetition MIMO with pulse-position modu-
lation is an excellent candidate, capable of enabling the commu-
nication over the strong atmospheric turbulence channels.

The goal of this paper is twofold: 1) to study different
techniques for coded FSO MIMO communication, and 2) to
evaluate the performance of proposed techniques in terms of
the achievable information rates and the channel capacity.
Two types of information theoretic bounds are determined:
1) the independent identically distributed (i.i.d.) channel
capacity of the MIMO optical atmospheric channels using
an approach proposed by Ungerboeck in [11], and 2) the
MIMO achievable information rates using Telatar’s approach
found in [12]. The atmospheric optical channel is modeled
by adopting the gamma—gamma probability density function
due to Al-Habash et al. [4], which is valid for a wide range of
turbulence strengths. Photodetection is assumed to be nonideal.

Further, we study two approaches as possible candidates to
achieve these theoretical limits. The first approach is based on
the LDPC-coded repetition MIMO principle. The second is
based on the LDPC space—time (ST) coding MIMO scheme.
The LDPC codes employed in this paper are designed using
the combinatorial objects known as balanced incomplete block
designs (BIBDs), and pairwise balanced designs (PBDs) [13],
accompanied by block-circulant (array) codes [16], [17]. Both
schemes are able to operate under strong atmospheric turbu-
lence and provide excellent coding gains.

To improve the spectral efficiency of proposed schemes,
we employed a bit-interleaved (BI) LDPC-coded modulation
based on the pulse amplitude modulation (PAM). In order
to improve bit error rate (BER) performance, we iterate the
extrinsic log—likelihood ratios (LLRs) between a posterior
probability (APP) demapper and LDPC decoder. The selection
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Fig. 1. (a) Atmospheric optical LDPC-coded MIMO system with ST block codes, (b) mth transmitter and receiver array configurations, and (c) processor

configuration.

of LDPC codes suitable for iterative demmaping decoding is
performed by the use of extrinsic information transfer (EXIT)
charts [15]. To facilitate the implementation at high speeds,
structured LDPC codes are employed in simulations.

This paper is organized as follows. The LDPC-coded MIMO
strategy suitable for the FSO communication is explained in
Section II. The achievable information rates, for the strategy de-
scribed in Section II, are reported in Section I1I. The strategy of a
BILDPC-coded modulation, suitable to improve the spectral ef-
ficiency of MIMO FSO systems, is explained in Section IV. The
convergence behavior is studied in Section IV-A. LDPC codes
suitable for iterative demapping decoding selected by the EXIT
chart analysis, are described in Section V. The simulation re-
sults are given in Section VI. Finally, Section VII summarizes
the contributions.

II. LDPC-CoDED MIMO CONCEPT AND ST CODING

A. Communication System

A block diagram of the proposed MIMO scheme is shown in
Fig. 1. M optical sources are all pointed toward the distant array
of N photodetectors using an expanding telescope. We assume
that the beam spots on the receiver side are sufficiently wide
to illuminate a whole photodetector array. This approach might

help in simplifying the transmitter—receiver pointing problem.
We further assume that the receiver’s implementation is based
on a positive—intrinsic—negative (p.i.n.) photodetector in a tran-
simpedance amplifier (TA) configuration. In the case of the rep-
etition MIMO, the nth photodetector output scheme can be rep-
resented by

M
Yn (l) =T (l) Z I + 2n (l) ,

n=1,...,N, z(l)e{0,A} (1)

where A denotes the intensity of the pulse in the absence of scin-
tillation, and z(!) denotes data symbol at the [th time slot. T/,
represents the intensity channel coefficient between the nth pho-
todetector (n = 1,2,...,N) and the mth (m = 1,2,..., M)
optical source, which is described by the gamma—gamma prob-
ability density function (pdf) [4]

B 2(aﬂ)(a+,ﬁ)/2
INCHINE)

f(I/) I/(a+’[?)/271Ka_@ (2 OZ/B l/) ,

I'>0 (2

where I’ is the signal intensity, I'(+) is the gamma function, and
K, _g(-) is the modified Bessel function of the second kind and
a — (3 order. o and 3 are the pdf parameters describing the
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scintillation experienced by plane waves, and in the case of zero-
inner scale are given by [4]

o= {exp
0.510%

—1
3 = -1
/ {GXP (1 N 0.690}22/5)5/6‘| } 3)

where 0% is the Rytov variance given by

-1
0.490% .,
(14 L.11o/?)7/6

0% =1.23 C2 E7/6L1/S, 4)

In (4), k = 27 /A is the optical wave number, L is the propaga-
tion distance, and C? is the refractive index structure parameter,
which we assume to be constant for horizontal paths. The op-
tical sources and photodetectors are positioned in such a way
that different transmitted symbols experience different atmo-
spheric turbulence conditions. z, denotes the nth receiver TA
thermal noise that is modeled as a zero-mean Gaussian process
with double-side power spectral density No /2.

B. Transmitter

We assume an ON-OFF keying (OOK) transmission over
the atmospheric turbulence channel using incoherent light
sources and direct detection. The information bearing signal
is LDPC encoded. An ST encoder accepts K encoded bits
(k = 1,2,...,K) from an LDPC encoder. The ST encoder
maps the input bits into the 7" X M matrix O, whose entries
are chosen from {z1,zs,...,2x,T1,T2,...,TK}, sO that
the separation of decision statistics is possible at the receiver
side, as shown later in (9) and (9a). T denotes the number of
channel uses required to transmit K input bits. Notice that
case K =T = M = 2 (M is the number of optical sources
introduced in Section II-A)

o2 2]
T2 X1

corresponds to the Alamouti-like ST code [9]. Here, z; = 1 —ux;
denotes the binary complement of z;.

C. Repetition MIMO Versus ST Codes

As explained in [10], a fundamental difference between the
wireless ST codes and ST codes for FSO communications with
intensity modulation/direct detection (IM/DD) is that the latter
employs nonnegative real/unipolar signals rather than complex/
bipolar. That is why in IM/DD schemes F(z)) # 0 so that
the received power (observed in the electrical domain, after the
photodetector), in a back-to-back configuration (in the absence
of scintillation), is different for the repetition MIMO and ST
codes. The total received power in repetition MIMO is deter-
mined by [(Mx)2] = M2E (22) = M? - A2/2, where F[]
is the operator of ensemble averaging, and z € {0, A}. On the
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other hand, the total received power in MIMO ST coding, per
one photodetector, is determined by

M 2
E (Z xm) =FE
m=1
=ME (2*) + M (M — 1) E* (z)

1, A?
_§(M +M)-7.

M
Z z? +22 Z Lo T
m=1

m m/>m

Therefore, for the same transmitted power, the received power
per photododetector for repetition MIMO is 2M /(M +1) times
larger. Therefore, we can impose two different comparison cri-
teria: 1) to keep the received power upon photodetection, in the
back-to-back configuration, constant, or 2) to keep transmitted
power (observed in electrical domain) constant.

D. Receiver

The received power (in electrical domain) per photodetector,
for repetition MIMO transmission, is given by

2

E(yg) =F <:1: i Inm> =F (% ]nm) 72
=E <i .+2> > InmInm,) E («2)

> 4
- [ME (I*) + M (M - 1)E [1]2} 5 )
This equation is used later in Sections III, IV, and VI to deter-
mine the electrical signal-to-noise ratio (SNR), and to determine
the power spectral density N, from given SNR needed in the
calculation of LLRs in (6).

Assuming that the receiver TA thermal noise is white
Gaussian with a double-side power spectral density Ng/2,
the LLR of a symbol z(l) (at the I/th time slot) for a binary
repetition MIMO transmission is determined by

L(z (1))

( 3\

_ exp |— In (l)2
N, 2N0
N V24 [ 70 9
= log H
n=1

M 2
1 (3 0= & 1)
m=1
Ny

/

(6)

[
(]
|
2‘§
+

In the calculations of LLRs in (6), we assumed that the channel
state information (CSI), denoted by I,,,,, is known to the re-
ceiver, but not to the transmitter.
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When the ST coding is used, it can easily be verified (by using
x? = x; and 7;x; = 0) that for FSO systems ST codes from or-
thogonal designs [8] do not satisfy the orthogonality property
det (OOT) = [ZZ xf] " Nevertheless, the separation of deci-
sion statistics can be achieved, when the complements are prop-
erly chosen so that a simple APP ST decoder still exists. Note
that, given the lack of orthogonality, O is not optimum. For the

ST-coded MIMO scheme, the FSO channel can be described by

Yy Y21 YN1
y =
Yyir Y21 YNT
Ill 121 - INl Z11 Z91 - ZN1
=0|... A ko
Iine o Inyv| |21 2or ZNT
(7

so that APP of zj, can be written as
Pr(zily) = Cfr (2, y) Pr(2p) (®)

where C' is a constant and f(zy,y) is a function independent
of other symbols (different from z,). For example, for ST code
K =T = M = 4 with an encoder mapper

r1 X2 X3 T4
To X1 T4 I3
Ty T4 21 T2

O:
Ty Tz T2 I3

and N photodetectors the LLR of zj, defined as

Zl [ 0|yn)

can be calculated by

N ~ 2 2 2 2 ~9
Tr—1 2, 4+ 12, + 12, + I? T
L(.Z‘k) § : [( k ) nl n2 n3 nd — k]7

No No "Ny
k=1,...,4 (9

where (9a), shown at the bottom of the page, holds. In calcu-
lating LLRs in (9), again, we assumed that CSI is known at
the receiver side. Notice that even in a regular OOK, the CSI
should be known to the receiver so that the decision threshold
can be set up properly. The LLRs calculated in ST soft decoder
[e.g., (9)] are forwarded to the LDPC decoder realized using an
efficient implementation of sum-product algorithm. To derive

n=1

T
:| yn:[ynl Yn2 Yn3 yn4]

(9), we used the maximume-likelihood (ML) detection rule as a
starting point. Let y,, represent the nth column of y in (7), and
x represent the sequence of transmitted bits £ = [21722374]7 .
The ML detection rule of the nth receiver can be formulated as
follows: chose the estimate of x so that log[p(y,, |z)] is max-
imum. The log[p(y,,|z)] can be obtained by

(1In1+2olno+a3l,3 + ﬂlean;)]2

[ynl -
10g [p (yn |2)] = —
g [p (yn|2)] Ny
_ [ynZ_ (EQInl + x1[n2 + E4In3 + x31n4)]2
No
_ [yn3 - (E3In1 + 394.[”2 + a:l-lnS + f2-[114)]2
No
[yna — @aln1 + T3lno + w2ln3 + w1104)]”
No '

By using 27 = z; and Ty, = 1 — x, we were able to separate
decisions for xy (k = 1,...,4), and derive (9).

The received power per photodetector (assuming K = T =
M and ST coding) is given by

M 2
=F (Z Inmxm>
m=1
M

ZE
+2ZZ

m m'>m

- {ME (%) + %M(M— 1)E[I]2} E (z%). (10)

E{xz}

nM’) E {xm} E {xm/}

Notice that the power efficiency of OOK-based MIMO is dif-
ferent from that of wireless communication phase-shift keying
(PSK) MIMO because FE[z] # 0, and a part of the energy is
used for transmission of the second term in (5) and (10). Notice
that the second term in (5) is a useful term because repletion
MIMO is used, while the second term in (10), in the case of ST
coded MIMO, is in fact the interference term. To keep the total
output power (observed in electrical domain) fixed, the param-
eter A is to be properly chosen (and it is different in repetition
MIMO and ST-coded MIMO). For gamma—gamma distribution

E:
I
WE

(Inlynl + InZynZ + In3yn3 + In4yn4

3
Il
-

32

I

I
[~]=

(In2ynl - Inlyn2

3
Il
-

>

(In?)ynl + In4yn2

3
Il
-

>

(In4ynl

3
Il
-

- In1]n2 - In2ln3

- In4yn3 + In3y4 + Iyzll + Inlln?: + In1]n4 + 17%4

- InlynB - InZyn4 - In1]n4

- In?:yn2 + In2yn3 - Inlyn4 + InllnS + 17%3

- InIInB - In31n4 - InIIn4 - In21n4)

- Inlln3 - InZInS)
— I3lng + 17211 + Lnidng + Tnilno + I’IQLZ)
- Inlln2

- InZIn4 + 17211 + Inlan) . (93)
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[4], E[I] = 1, and E[I?] is related to the scintillation index (SI)

by [4]

E[1?] 111
g l=—+ o+ —

EI) a [ af

where « and [ have already been introduced in (3).

ot =

Y

III. ACHIEVABLE RATE STUDIES

In this section, we turn our attention to the calculation of
achievable information rates. Achievable information rate rep-
resents a lower bound on the channel capacity, i.e., if the coding
rate is smaller than the achievable rate the BER can be made ar-
bitrarily close to zero. This is the best we can do at this moment
because the channel capacity of additive noise channels subject
to the positive input and the power constraint is not known. Next,
we treat two situations: first, when the QQ-ary PAM transmis-
sion is used, and the second, when the biased Gaussian input is
assumed.

The MIMO 1i.i.d capacity R is computed (also known
as achievable information rate) for @Q-ary PAM by using

Ungerboeck ’s approach [11, eq. (5)]

Q-1 2

1+ Zexp <— Y40 )1 } (12)

q=1
where 1,, = fozl I, m, and Y,, , denotes the nth receiver
response to the gth symbol (other parameters are introduced
earlier). Notice that ensemble averaging is to be done for dif-
ferent channel conditions (the averaging done with respect to
I,,) and for different thermal noise realizations (the averaging is
done with respect to y|I,,) by using Monte Carlo simulations.
Ungerboeck derived the i.i.d. capacity formula in the context of
multiamplitude/multiphase signals, and as such is directly appli-
cable here. However, there are two important differences: 1) in
IM/DD systems, we are concerned with nonnegative real signals
rather than complex, and 2) we need to perform the additional
averaging compared to [11], which is the averaging with respect
to the channel conditions (scintillation). To derive (12), we had

to apply the channel capacity formula for a discrete memoryless
channel (see [19, eq. (7.1-18)])

R=log,Q—FE E

I, y|I,
{108;2

YY_

XN:(

n=1

Q-1 N

C = maxyp(q) Z Z/ nq|q (q)
q=0 n=1
X 10g2 Qz_jg n, (I|q) ( ) dYn7q

p(Ynild) P (i)

=0

where
Y, 4—qAlL,)?
(¥ q)l No exp [_( J\g) : }
V2r

2

and assuming the equiprobable transmission P(q) = 1/Q.
In Fig. 2(a), we plotted the i.i.d. capacity for binary trans-
mission in strong turbulence regime (o = 3.0) for different
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Fig.2. The i.i.d channel capacity for different numbers of optical sources (31)
and photodetectors (/V) in strong turbulence regime (6 = 3.0, o = 5.485,
and § = 1.1156) for (a) binary transmission and (b) (2-ary PAM.

number of optical sources, and photodetectors, against the elec-
trical SNR ratio per photodetector, denoted by E /Ny, in the
presence of scintillation. A slightly better improvement is ob-
tained by increasing the number of optical sources than by in-
creasing the number of photodetectors. The MIMO FSO sys-
tems with M = N =2, M = 4, N = 1, are comparable. In
Fig. 2(b), we plotted the i.i.d. capacity for the Q-ary PAM. A sig-
nificant i.i.d. channel capacity improvement is obtained by em-
ploying the MIMO concept relative to the single-source—single-
detector technique.

The biased-Gaussian MIMO information rate can be calcu-
lated using the concept introduced by Telatar in [12] as follows:

R=1p [logz det <IN + &HHT” (13)
2 Ny
where Iy denotes N X N identity matrix, and H denotes the
FSO channel matrix. Because a negative signal cannot be trans-
mitted over an IM/DD system, the bias 30, with o being the
standard deviation of a Gaussian source, is added. Notice that
factor 1/2 in (13) comes from the fact that complex signals
were considered in [12], while the signals here are real and non-
negative. In both cases, the single polarization transmission is
assumed. The information rate in (13) is calculated by Monte
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Fig. 3. MIMO achievable information rates for different number of lasers (31)
and photodetectors (/V) in strong turbulence regime (6 = 3.0, o = 5.485,
and 3 = 1.1156).

Carlo simulations and the information rates (in bits/channel use)
are shown in Fig. 3 against electrical average symbol energy
(Fs) to power spectral density (/Vp) ratio. A significant spec-
tral efficiency improvement is possible by using the multilevel
schemes. One such scheme based on a Q-ary PAM is considered
in Section IV.

IV. BI LDPC-CODED PAM

The block scheme of the BILDPC-coded PAM technique, for
a repetition MIMO transmission, is shown in Fig. 4. The source
bit stream is encoded using an (n, k) LDPC code of the code rate
r = k/n (k being the number of information bits and n being
the codeword length). The [ X L block interleaver (L is an integer
multiple of the codeword length n) collects [ codewords written
rowwise. The mapper accepts [ bits at a time from the interleaver
columnwise and determines the corresponding symbol for the
Q-ary (Q = 2') PAM signaling using a Gray mapping rule. The
number of columns in block interlever L is determined by a data
rate and temporal correlation of the channel. We assume that the
interleaver size is sufficient to overcome a temporal correlation
of the channel, so that the channel samples are uncorrelated. The
basis function is given by

1 t 1, 0<t<1
drav () = ﬁrect <?>  rech (1) = {0, otherwise
while the signal constellation points by 4, = ¢d (¢ =
0,1,...,Q — 1), where d is the separation between two neigh-

boring points.
The average symbol energy is given by

PR CELICCERIP

and it is related to the bit energy Ey, by s = FEy, log, Q. With
this BI LDPC-coded modulation scheme, the neighboring in-
formation bits from the same source are allocated into different
PAM symbols. The outputs of the N receivers in the repetition

MIMO, denoted as y,, (n = 1,2,..., N), are processed to de-
termine the symbol reliabilities (LLRs) by

A(q)

M )
1 (yn—map (q)d 21 Inm>
exp |— =
N, N,
Vi 27r\/I °
2 7
M 2
N (yn —map ((I) d Z Inm)
— _Z m=1
n=1 NO

= log

+ log

N 7
V2T 70
gq=0,1,...,Q -1 (14)

where map(gq) denotes a corresponding mapping rule. The
second term in the second line of (14) can be neglected in sim-
ulations because it is constant for all symbols. Further, denote
by c; the jth bit in an observed symbol g binary representation
¢ = (c1,c¢2,...,¢). The bit reliabilities L(c;) are determined
from symbol reliabilities by

> eXp[/\(Q)]exp( > ‘La(cj)>
cic; =0, j#i

c:c; =0

L(c¢;) =log

2 exp[/\(q)]exp( > 'La(cj)>
cic;=0,j7#i

cic;=1

15)
and forwarded to the LDPC decoder. Therefore, the #th bit reli-
ability is calculated as the logarithm of the ratio of a probability
that ¢; = 0 and probability that ¢; = 1. In the nominator, the
summation is done over all symbols ¢ having 0 at the position 7,
while in the denominator, it is done over all symbols ¢ having 1
at the position ¢. With L, (c;), we denoted a priori information
determined from the LDPC decoder extrinsic LLRs. The inner
summation in (15) is done over all bits of symbol ¢, selected
in the outer summation, for which ¢; = 0, j # 4. By iterating
the extrinsic reliabilities between APP demapper and LDPC de-
coder, the overall BER performance can be improved. The hard
decisions from the LDPC decoder are delivered to the end user.
Once more, in calculations of the symbol LLRs in (14), we as-
sumed that CSI is known at the receiver side.

Other multilevel schemes, such as those based on quadrature
amplitude modulation (QAM) are also applicable. However, the
use of an additional direct current (dc) bias is required because
negative signals cannot be transmitted over an IM/DD system,
and the power efficiency of such schemes is low.

A. Iterative Demapping and Decoding

To improve the BER performance, we perform the iteration of
extrinsic information between APP PAM demapper and LDPC
decoder. For a convergence behavior analysis, we perform the
EXIT chart analysis. To determine the mutual information (MI)
transfer characteristics of the demapper, we model a priori input
LLR Ljy,q as a conditional Gaussian random variable [15]. The
MI between the bit ¢ in a codeword and corresponding input
LLR (Las,q) is determined numerically as explained in [15].
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Fig. 4. Repetition MIMO BI LDPC-coded PAM (a) transmitter and (b) receiver configurations.

Similarly, the MI I,5; . between c and Ly . is calculated nu-
merically, but with the pdf of ¢ and L;; . determined form the
histogram obtained by Monte Carlo simulation, as explained in
[15]. By observing the I7,ar .. as a function of the MI of Iz 4
and receiver SNR E/Nj in decibels, the demapper EXIT char-
acteristic (denoted as T}y) is given by

FE
Ipy,.,. =Ty <ILA,I,G, Fo) .

The EXIT characteristic of the LDPC decoder (denoted by
Tp) is defined in a similar fashion as

I,.=Tp (Ir,.)-

The “turbo” demapping-based receiver operates by passing
extrinsic LLRs between the demapper and LDPC decoder. The
iterative process starts with an initial demapping, in which Ly 4
is set to zero having a consequence s, = 0. The demapper
output LLRs described by

ILM,e = ILD,U,

are fed to the LDPC decoder. The LDPC decoder output LLRs
described by

ILD,E = ILJ\I,U.

are fed to the APP demapper. The iterative procedure is re-
peated until the convergence or the maximum number of iter-
ations has been reached. This procedure is illustrated in Fig. 5,
where the APP demapper and LDPC decoder EXIT charts are
shown together on the same graph. The 4-PAM, §8-PAM, and
16-PAM are observed, as well as the natural and Gray map-
ping. The EXIT curves have different slopes for different map-
pings. The existence of “tunnel” between corresponding demap-
ping and decoder curves indicates that the iteration between
demapper and decoder will be successful. The smallest SNR
at which the iterative scheme starts to converge is known as
the threshold (pinch-off) limit [15]. The threshold limit in the
case of 16-PAM [Fig. 5(b)] is about 8 dB worse as compared to
4-PAM [Fig. 5(a)].
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Fig. 5. EXIT chart for different PAM constellations: (a) 4-QAM and 8-PAM
and (b) 16-PAM.

V. LDPC CODES

The communication techniques proposed in this paper as-
sume the application of LDPC codes. In this section, the selec-
tion of structured LDPC codes suitable for iterative demapping
decoding is considered. Three classes of LDPC codes are se-
lected using the EXIT chart analysis from Section I'V.

The first class is the class of girth-8 regular LDPC codes
designed based on the concept of BIBDs [13]. The second
class of the codes is the class of irregular girth-8 LDPC codes
obtained from the combinatorial objects known as PBDs [13].
A PBD, denoted as PBD(v, K, {0, 1, ..., \}), is a collection of
subsets (also known as blocks) of a v-set V' with a size of each
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block k; € K (k; < v), so that each pair of elements occurs
in at most A of the blocks. Notice that we have relaxed the
constraint in the definition of the PBD from [13] by replacing
the word exact with at most. The main purpose of this relax-
ation is to increase the number of possible PBDs that result
in the LDPC codes of desired code rates. As an illustration,
the following blocks {1,6,9}, {2,7,10}, {3,8,11}, {4,12},
{5,13}, {1,7,11}, {2,8,12},{3,13}, {1,8,13}, {2,9},
{3.10}, {4,6,11}, {5,7,12}, {1,10}, {2,11}, {3.6,12},
{4,713}, {5,8,9}, {1,12}, {2,613}, {3,7,9}, {4,8,10},
and {5,11} create a PBD(13,{2,3},{0,1}), with parameter
A < 1. By considering elements of blocks as the positions
of ones in corresponding element-block incidence matrix, a
parity-check matrix of an equivalent irregular LDPC code of
girth-6 is obtained. To increase the girth to 8, certain blocks
from a PBD are to be removed. The BIBD can be considered
as a special class of PBDs in which all of the blocks are of the
same size. The third-class of codes is class of block-circulant
(BC) LDPC codes [16] (also known as array LDPC codes
[17]) of girth-8. The parity check matrix of BC codes can be
described as follows:

P P2 Pis Pia
iq 71 io iq_l
= P P P P (16)
Pia—r+2  Pig—r+3  Pig—ria Pla—r+1

with P being the permutation matrix P = (p;;)nzn, Diri41 =
Pn,1 = 1 (zero, otherwise). The exponents iy, 42, ..., %, in (16)
are carefully chosen to avoid the cycles of length six in the cor-
responding bipartite graph of a parity-check matrix. For more
details on BC codes, an interested reader is referred to [16].

VI. SIMULATION RESULTS

The BER versus electrical SNR in the presence of scintilla-
tion (per photodetector), for a strong turbulence regime (o =
3.0, = 5.485,and B = 1.1156), are shown in Fig. 6. The BER
is shown for a different number of optical sources, and photode-
tectors, by employing an (6419, 4794) irregular girth-6 LDPC
code of a rate 0.747 designed using the concept of the PBD. The
option 1) (see Section II-C) is used as comparison criterion. If
the transmitted power observed in the electrical domain [option
2)] is to be used as a comparison criterion, the repetition MIMO
curves are to be shifted by 10log,,(2M /(M + 1)) decibels to
the left. In simulations, in order to vary the SNR, the signal en-
ergy was kept constant while the electrical noise power spectral
density was varied instead.

The Alamouti-like ST code performance is comparable to the
repetition MIMO, while 7" = 4 ST performs worse than the cor-
responding repetition MIMO. The reason for such a behavior
comes from the fact that we operate with nonnegative real sig-
nals rather than with complex, so that the ST codes from orthog-
onal designs [8], [9] are not optimal in an FSO channel. More-
over, the second term in (10) behaves as interference, while in
repetition MIMO [see (5)] it is a useful signal. The LDPC-coded
MIMO with Alamouti-like code (M = 2) and N = 4 photode-
tectors provides about 20-dB improvement over LDPC-coded
OOK with single optical source and single photodetector. Fur-
ther performance improvements can be obtained by iterating be-
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tween LDPC decoder and soft ST decoder at the expense of the
increased decoding delay. Although a significant coding gain is
obtained, from the channel capacity curves, it is obvious that we
are still several decibels away from the channel capacity. This
suggests that neither the coded repetition MIMO nor the wire-
less ST codes are channel capacity approaching techniques. In
order to come closer to the channel capacity, novel ST codes
taking the underlying FSO physics into account are needed, but
still not known. One possible option would be the use of Bell
Labs layered space—time architecture (BLAST) [14] to deal with
interference from (10), in combination with long LDPC codes.

The results of simulations for Bl LDPC(6419,4794)-coded
PAM are shown in Fig. 7 for different MIMO configurations and
different number of signal constellation points employing the
Gray mapping rule. Once more, although excellent BER perfor-
mance improvement is obtained (about 23 dB for M = N = 4,
Q =4over M = N =1, Q = 4), there is still some space
for improvement to come closer to the channel capacity, which
was left for further research. The comparison for different com-
ponent LDPC codes is given in Fig. 8. The scheme employing a
girth-6 (g-6) irregular PBD-based LDPC code of rate 0.75 per-
forms comparable to a girth-8 regular BC-LDPC code of the
same rate. The scheme based on a girth-8 regular BIBD code of
rate 0.81 performs worse than 0.75 codes. However, the differ-
ence is becoming less important as the constellation size grows.

Note that in the previous simulations, we assume that the
channel is uncorrelated (see also [2], [3], and [5]-[7]). As we
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mentioned earlier, we assumed that a temporal correlation can
be overcome by means of interleavers, and possibly by orthog-
onal frequency division multiplexing (OFDM) [18]. Unfortu-
nately, the temporal correlation is difficult to simulate, espe-
cially under strong turbulence regimes (see [18]).

VII. SUMMARY

In this paper, we consider achievable information rates
for FSO MIMO transmission, and study two coded MIMO
schemes as possible alternatives to achieve the channel capacity:
1) repetition MIMO scheme, and 2) ST-coding-based MIMO
scheme. Both schemes employ LDPC codes. To facilitate the
implementation at high speeds, we prefer the use of structured
LDPC codes instead of random LDPC codes. The structured
LDPC codes are designed using the following concepts: PBDs,
BIBDs, and block-circulant (array) codes. To improve the BER
performance, we allow the iteration of extrinsic information
between demapper and LDPC decoder. For the convergence
behavior of the iterative demapping decoding, EXIT chart anal-
ysis is performed. The BERs and achievable information rates
are reported assuming a nonideal photodetection. To improve
the spectral efficiency of coded MIMO schemes, we employed
the concept of BI LDPC-coded modulation based on Q-ary
PAM. The Alamouti-like-based LDPC-coded MIMO scheme
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with four photodetectors provides about 20-dB improvement
over a single optical source/single photodetector scheme at a
BER of 1076, Although excellent BER performance improve-
ments, over an uncoded case with one light source and one
photodetector, are obtained, from channel capacity studies,
we can conclude that we are still several decibels away from
the channel capacity curves. Novel ST coding approaches are
needed that take the physics of a FSO channel into account,
which is left for further research. Those approaches will enable
us to come closer to the channel capacity.
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