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This architecture 
exploits optics 

to perform word- 
parallel and bit- 
parallel relative 

magnitude searches. 
As the present 

system evolves, 
it will substantially 

exceed current 
database 

processing speeds. 

W ith its many communications advantages, optics continues to receive in- 
creasing attention as a way to provide the storage, speed, and massive in- 
terconnections needed in future computing systems. We have devised a 

novel architecture that exploits the advantages of optics for performing word-paral- 
le1 and bit-parallel equivalence and relative magnitude searches of database tables in 
constant time. Moreover, our experimental optoelectronic implementation of the 
associative processing portion of this architecture has achieved encouraging prelim- 
inary results. 

Associative processing is advantageous for performing symbolic computing tasks 
for several reasons, as explained in the Guest Editor's Introduction to this issue. 
However, there have been many obstacles to commercially successful associative 
processors. Some of these obstacles include the higher cost and poorer storage den- 
sity of associative memory compared with conventional memory, the lack of effi- 
cient broadcasting and funneling, and the lack of parallel access to data. 

A potential solution to many of these shortcomings is to integrate such alternate 
technologies as optics with conventional electronics. First, the use of free-space and 
fiber-based optical interconnects can alleviate the wiring complexity of associative 
processing systems] by migrating the implementation of wiring into the third dimen- 
sion, that is, free space. This decreases the chip area used for routing signals between 
chips and boards and increases the area available for gates. Moreover, the large band- 
width of optics will provide higher interconnection densities with lower power dissi- 
pation.' The ease with which optical signals can be expanded (which allows for sig- 
nal broadcasting) and combined (which allows for signal funneling) can also be 
exploited to solve the interconnect design problem and alleviate network latency 
problems. Furthermore, since photons do not readily interact with each other, opti- 
cal signals are less prone to crosstalk, thus potentially allowing higher interconnect 
densities than with electronic signals. 
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Acronyms used in this article 

BER - Bit error rate 
CA - Comparand array 
CCD - Charge-coupled device 
CL - Cylindrical lens 
FLC - Ferroelectric liquid crystals 
IA - Intermediate array 
LCTV - Liquid crystal television 
MCU - MatcWcompare unit 
M/D - Match/detector 
OA - Output array 
OCAPPRP - Optical content-addressable parallel processor for relational 

OU -Output unit 
POHM - Page-oriented holographic memory 
RA - Relation array 
SLM - Spatial light modulator 

database processing 

The OCAPPRP 
architecture 

Our experimental architecture, called 
the optical content-addressable parallel 
processor for relational database pro- 
cessing (OCAPPRP), supports parallel 
relational database processing by fully 
exploiting the parallelism of optics. First 

we address the searching capacity of the 
architecture and the problem of execu- 
tion-time differences for equivalence and 
relative magnitude (<, >, I ,  2)  searches. 

The OCAPPRP compares a search 
string (comparand) with each entry of a 
database table in parallel. The search of 
a single comparand through an entire 
table is referred to as a one-dimensional 
search in this article. A two-dimensional 

search increases the system throughput 
by a factor of n by searching multiple 
comparands through the same database 
table in parallel, where n is the number of 
comparands. Regardless of the search di- 
mensionality, relational database pro- 
cessing can be decomposed into two 
types of searches, equivalence and rela- 
tive magnitude. Equivalence searches 
merge tables (relations) on the basis of 
the presence of identical entries in either 
of two relations. Relative magnitude 
searches retrieve data from a single rela- 
tion, as in, say, the search for all articles 
published after 1990. 

In a high-speed database system, it is 
important to perform both of these op- 
erations in a bit-parallel manner. By bit- 
parallel we mean that an operation’s ex- 
ecution time is independent of the 
number of bits per word (the word size). 
To do this, all bits must factor directly 
into the output. As the word size in- 
creases, the wiring complexity of the op- 
eration can restrict its electronic imple- 
mentation. 

Optical equivalence searches are easily 
implemented as bit-parallel operations. 
Since a mismatch in any bit position of two 
words indicates their inequality, a simple 
funneling (beam-merging) operation de- 
termines the result. However, optical rel- 
ative magnitude searches are not as sim- 
ple. For two words that are not equal, the 
relative magnitude is not immediately 

Equality (E) register Intermediate 

selection 

Comparand 
array (CA) Relation array (RA) --p = 1Danayof 
(1 D input from (2D input from optical data 
optical memory) optical memory) 

+ = 20 array of 
optical data 

Figure 1. Structural organization of the OCAPPRP. The number 5 in the comparand array (lower left) is simultaneously com- 
pared with each of the four rows of the RA. The E, G, and L registers store the search results. As an example, we use the 
search for all RA entries that are greater in value than the number 5. As reported in the G register, rows RA, and RA, satisfy 
the search and are transferred to the output array by the output unit. 
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known because only the first bit position 
to result in a mismatch, beginning with the 
most significant bit, is relevant. 

The problem of isolating this bit posi- 
tion has limited relative magnitude 
searches to bit-serial implementations, re- 
quiring up to m iterations, where m is the 
word size. We exploit the interconnection 
capabilities of optics in developing a new 
word-parallel and bit-parallel technique 
for isolating this bit position, which allows 
constant-time operation, that is, O(1) 
operations; hence, our approach is a 
single-step algorithm. 

ra,,,, ... fa,, falo 

fa,(,,_,) ... fa,, fa,, 

. .  . .  . .  
[ca,,,_,, . . . ca, ca,] 0 

fak(,,-,, ... fak, fakO 

OCAPPRP description. Figure 1 
shows a preliminary organizational struc- 
ture for the OCAPPRP. The architecture 
consists of a selection unit, a matchicom- 
pare unit (MCU), an equality unit, a 
threshold unit, an output unit (OU), and 
a control unit (not shown). The selection 
u.nit is intended to enable word and bit 
slices of a search string (comparand) 
called the comparand array. The CA and 
other optical inputs can be supplied by 
either optical disks or page-oriented 
holographic memory (POHM). In a 
POHM, many pages of data (approxi- 
mately 1,000 x 1,000 bitsipage for an area 
of 1 square millimeter)2 are stored as 
multiple subholograms on a single sub- 
strate. They offer storage densities of 
more than a terabyte, with transfer rates 
exceeding 100 Gbytesis. 

The MCU searches the comparands 
through a data array known as the rela- 
tion array. which stores the database table 
(relation) being searched. The RA con- 
sists of k tuples of word size m. The search 
of a comparand through the RA begins 
with the bit-by-bit search for mismatches 
within input word-pairs (see Figure 2). 

At this point, the search is not complete. 
The intermediate results. represented by 
the right-hand side of Equation 1 in Fig- 
ure 2 and called the intermediate array. 
merely indicate the matchimismatch of the 
corresponding words on a bit-by-bit level. 
A zero in the IA indicates the equality of 
the corresponding CA and RA bits, while 
a one indicates their inequality. To de- 
termine the equalityiinequality and rela- 
tive magnitude on the word level, we 
need to further process the IA in the 
equality and threshold units, respectively. 

The equality unit determines matches 
among input word-pairs by scanning the 
1 A for mismatches. This is accomplished 
by ORing the bits along the IA rows. 
since bit-by-bit mismatches are repre- 
sented by ones. Thus, a single mismatch 

fa,,_,, Q ca,,, ... fa,, @ ca, falo 8 ca, 

fa,(,,_,) Q ca,,,-,, ...fa2, Q ca, fa,, Q ca, 
- - 

fak(,,-,) Q ca(,,_,, ... fa,, @ ca, fa,, 8 ca, 

J 
where the symbols v and ( ~ ) denote the logical OR and logical NOT opera- 
tions, respectively. 

Figure 3. The foi 

Figure 4. The 
equality unit 
determines the 
match/mismatch 
of input word- 
pairs from the 

.mation 

i 
of the equality register E. 

t- o 
comparand array 
and the relation 
array by detect- 

Intermediate NOR gate E register MID bit 
array (IA) array 

~~ 

ing at least one mismatched bit position in a given row of the intermediate array. 

in any bit position indicates the mismatch 
of the two words. The result is then in- 
verted, a step needed only if the “posi- 
tive logic“ representation is desired. 
These operations are demonstrated by 
the expression shown in Figure 3. This 
expression forms a k x 1 column vector 
known as the equality register. The E reg- 
ister is represented as E = (el e2 ... e,]’, 
where a 1 in element e, represents the 
equality of the CA with the ith RA entry, 
RA,. The equality unit is demonstrated 
schematically in Figure 4. We see that el- 
ement e2 = l indicates that row RA2 

matches the CA. This register is then ver- 
tically ORed to form the matchidetector 
(MID) bit. The condition MID = 1 indi- 
cates that at least one entry of the RA 
matches the CA. The value of this bit 
gives a quick indication of whether there 
are any matches. 

The threshold unit (where the term 
threshold is synonymous with relative 
magnitude) processes a second copy of 
the IA for the word-parallel and bit-par- 
allel relative magnitude search of the CA 
and the RA in a single step. Recall that 
the rows of the IA indicate the bit-by-bit 
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Matchkompare unit m ~ ~ ~ $ ~ i f ~ ~ ~ ~ ~ n s  - Equality unit ______( 

Comparand cL1 
array (CA) 
(from selection 
unit) 

CL2 SLM Intermediate 
(relation array (IA) 
array) 

0 = Horizontally polarized light (logical 1) 

= Vertically polarized light (logical 0) 

P = Polarizer 

BS = Beam splitter 
CL = Cylindrical lens 0 = No light - disabled bits 

~ f47 ..... .................. . 

.... ..... __.. ..... 
..................... 

E register 
CL3 (negative 

logic) 

(To threshold unit) 

SLM = Spatial light modulator V 

Figure 5. Optical implementation of the matchkompare unit. The comparand array is searched through the relation array by 
expanding (broadcasting) and imaging it onto the relation array, which is stored in the spatial light modulator. The two are 
bitwise XORed, and the result is used for bit-parallel equivalence and relative magnitude searches. 

equalityiinequality of the CA and the 
RA. To compute the relative magnitude 
of a row on the word level, we must iso- 
late the first bit position of the IA, be- 
ginning with the most significant bit, to 
result in an inequality. The relative mag- 
nitude of this bit position determines the 
relative magnitude of the entire word. 
Since our algorithm isolates this bit posi- 
tion in a single step, it eliminates the need 
for iterating through bit slices. We pro- 
vide a complete, detailed description of 
this operation and its optical implemen- 
tation el~ewhere.'.~ 

The threshold unit creates two sets of 
registers called the greater-than (G) reg- 
ister, where G = (gl g2 ... gJT, and the 
lesser-than ( L )  register, where L = (II l2 

RA, is greater than the CA, and I ,  = 1 in- 
dicates that RA, is less than the CA. In 
Figure 1, elementsg, and g4 are set, which 
indicates that rows RA, and RA, are 
greater than the CA. Likewise, the value 
of 1; indicates that row RA3 is less than 
the CA. The OU then transfers selected 
tuples of the RA to the optical output ar- 
ray (OA). It dynamically maps noncon- 
secutive input tuples onto consecutive 
rows of the OA. In Figure 1, rows RA, 
and RA4 are mapped onto rows OAl and 
OA2, respectively. 

... l i } 7 .  The condition g,  = 1 indicates that 

OCAPPRP implementation. Below, we 
describe in detail the optical implementa- 
tion of the matchicompare and equality 
units of the OCAPPRP. Because the 

I t-- Matchkompare unit __I I Equality unit ------i 

Argon laser 

Terminal 

I- Threshold unit ------? 

Microcontroller 
board 8 ccD circuits 

I 

Figure 6. Organization of the experimental system. The video modulators create 
video signals that write data patterns on the liquid crystal televisions. The output 
of a search is collected by linear CCD arrays, which are then read by circuits that 
sample, threshold, and digitize the CCD output. New inputs are created on the 
basis of the results, and another pass through the system begins. 

threshold unit is so complex, we refer read- 
ers interested in its optical implementation 
to our previously published work.3 

Figure 5 illustrates the detailed optical 
implementation of the MCU. To search 
the CA through each entry of the RA in 
parallel, the CA from the selection unit is 
first scaled in the vertical dimension by 
cylindrical lenses CL1 and CL2. It is then 
imaged onto the spatial light modulator 
(SLM). which holds the RA. An SLM is a 
real-time reconfigurable device capable 

of modifying the amplitude (or intensity), 
phase, or polarization of an optical wave- 
front as a function of position across the 
~ a v e f r o n t . ~  The SLM for the bitwise 
XOR operation is a liquid crystal device 
that rotates the polarization of the inci- 
dent light by 90 degrees in the bit posi- 
tions that contain logical 1's. Thus, the po- 
larization of the incident light is rotated by 
0 or 180 degrees for the 00 and 11 cases, 
respectively, yielding vertically polarized 
light, and 90 degrees for the 01 and 10 
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Figure 7. Laboratory arrangement of the initial experimental version of the 
OCAPPRP. To the right of the optical table is the microcontroller-based control 
unit for the system. The lens system performs the optical matching. An IBM PC 
displays the search results. 

Figure 8. (a) The spatial encoding scheme for representing binary-valued data as 
optical signals. (b) The truth table for using the encoding scheme to perform 
matching in our experimental system. 

cases, yielding horizontally polarized light 
in the IA. Lohmann provides more infor- 
mation on polarization-encoded 1ogic.O 
The polarizer “disables” the equalities in 
the IA by blocking the vertically polar- 
ized light. Without light, these bit posi- 
tions can no longer factor into computa- 
tions. The resulting data plane is then 
duplicated by the beam splitter, with one 
copy going to the equality unit and the 
other going to the threshold unit. In the 
equality unit, cylindrical lens CL3 sums 
all the bits along each RA row to search 
for mismatches. A negative logic repre- 
sentation of the E register is formed at 
the focal point of CL3. An optional SLM 

may be inserted to generate the positive 
logic form shown in Figure 4. 

An experimental OCAPPRP. First we 
describe the laboratory setup. including 
the devices and components used, then 
we present some of the results we ob- 
tained experimentally. 

System serirp. We are building, at the 
University of Arizona, Department of 
Electrical and Computer Engineering, an 
experimental OCAPPRP. Our initial ver- 
sion uses a bit-serial relative magnitude 
algorithm instead of the single-step rela- 
tive magnitude algorithm discussed pre- 

viously. Future versions will include this 
advanced single-step feature. Figure 6 il- 
lustrates the system’s organization, which 
allows for everything to be controlled by 
a microcontroller board. Active-matrix 
liquid crystal television screens (LCTVs) 
are used as spatial light modulators, since 
they are cost-effective devices for demon- 
stration purposes. Video generation ICs 
interfaced to the microcontroller generate 
the write patterns for the LCTVs. After a 
set of patterns is written to the LCTVs 
and the search is performed, linear CCD 
(charge-coupled device) arrays detect the 
output. Auxiliary circuits sample and 
threshold the CCD output to form a dig- 
ital data stream, which is then read by the 
microcontroller. New data patterns are 
generated and the search continues. 

The optical portion of the demonstra- 
tion system in Figure 6 operates as fol- 
lows: The digital patterns are impressed 
on a beam from an argon laser by LCTVl 
and LCTV2. The two LCTVs store the 
CA and RA, respectively. The CA is 
copied electronically into each row of 
LCTV1, and the beam expansion optics 
(cylindrical lenses CLl and CL2 in Figure 
5) are eliminated to reduce complexity 
and cost. The search array is simultane- 
ously written into LCTV2. The superpo- 
sition of the two data planes performs the 
optical matching, whose result is split into 
two paths. One path is focused to a verti- 
cal line, forming the E register, which is 
then imaged onto a linear CCD array. 
Here, electronic circuits sample, thresh- 
old, and digitize the data for the micro- 
controller. This path represents the 
equality unit. To implement the bit-se- 
rial relative magnitude algorithm, the 
other path uses LCTV3 to disable bit 
slices during iterations. This forms the G 
register and the L register (not shown). 
Figure 7 shows the laboratory setup. 

Experinzental residts. We performed a 
sample search with our experimental lab- 
oratory system. For this initial version, 
we are using a different encoding scheme 
because commercial LCTVs have a lim- 
ited contrast ratio (the amount of light 
transmitted in the “on” state compared 
with that transmitted in the “off” state). 
Other liquid crystal devices, such as fer- 
roelectric liquid crystals (FLC),” exhibit 
the necessary contrast but are more ex- 
pensive. In this scheme, both a binary 
value and its complement are used to en- 
code a single bit, as in the expression 
x j  + Xy . The encoding scheme and truth 
table are illustrated in Figures 8a and 8b. 
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(a) The pattern being searched (e)  The search pattern 
(duplicated eight times) (LCTVl) (experimentally obtained) 

(b) The database table to be 
searched (LCTV2) 

(f) The database table 
(experimentally obtained) 

(c) Expected result (theoretical) 

(d) Expected column vector 
(theoretical) 

(g) Actual result 
(experimentally obtained) 

(h) Column vector 
(experimentally obtained) 

Figure 9. The theoretical and experimentally obtained system results. 

A black square represents an opaque 
LCTV pixel, whereas a white square rep- 
resents a transparent one. The patterns on 
the two LCTVs are superimposed to per- 
form the logical operation. In the result, if 
both pixels corresponding to a single bit 
are dark, then the two inputs are logically 
equivalent. The presence of light in either 
pixel of a bit indicates a mismatch between 
the two inputs. 

To map these patterns onto the de- 
vices, the LCTV display areas are parti- 

tioned into eight rows with 16 squares per 
row. Thus, we are demonstrating an 8 x 8 
data array. Note that this is a proof-of- 
principle system. Our word size. nz, is lim- 
ited solely by the contrast ratio of the de- 
vices and not by the architecture. As 
mentioned above. other currently avail- 
able devices have the necessary contrast 
ratio to support a minimum word size of 
128 and even 256 bits. 

Figure 9 illustrates the various data 
planes for the search. Figure 9a is a 

graphical representation of the pattern 
written to LCTVl , while Figure 9b is the 
pattern written to LCTV2. The data 
plane in Figure 9c illustrates the theoret- 
ical results of the optical matching oper- 
ation. We see that row 5 is completely 
dark because of the perfect match be- 
tween the search string and the fifth array 
entry. A single pixel is illuminated in rows 
4 and 6, indicating a single mismatch be- 
tween these array entries and the search 
string. Moreover, the column vector in 
Figure 9d illustrates the theoretical out- 
put of the horizontal summing of Figure 
9c, which is vertically inverted by the op- 
tical system. Again, row 5 is dark relative 
to the others. 

To demonstrate the system’s opera- 
tion, we include photographs of the in- 
put patterns written to LCTVl and 
LCTV2 (Figures 9e and 9f, respec- 
tively). In Figure 9g, we report the ex- 
perimentally obtained results of the op- 
tical matching, which fulfill our 
expectations from Figure 9c. Further- 
more, the photograph in Figure 9h illus- 
trates the experimental generation of 
the output column vector. Overall. the 
results satisfy our expectations and suc- 
cessfully demonstrate the system’s abil- 
ity to perform optical parallel-string 
searches. The final step is to detect this 
optical result with a CCD array and re- 
port the results electronically to the mi- 
crocontroller. 

Theoretical perfor- 
mance analysis 

The system’s execution time ( T,,.) can 
be expressed by 

where T,,, is the setup time, T,,,, is the 
processing time of the optical system, and 
Tlrf is the time needed to transfer the re- 
sult to the host computer. Since T,,, and 
Ttrf can be overlapped with the process- 
ing time (assuming heavy pipelining), 
they need not be considered in this pre- 
liminary analysis. The term T,,,, can be 
expanded as 

Tproc represents the equivalence search 
path, TpaBe is the time needed to read a 
page of data from holographic memory, 
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Tprop is the light propagation time be- 
tween components, TsLM is the SLM 
switching time, and Tdetec, represents the 
speed of the detector. The value of Tprop 
is negligible (on the order of picosec- 
onds) and Tpage = 20 nanoseconds, while 
Tdctert = 30 ns and TsLM is on the order of 
microseconds. Therefore, the dominant 
factor in Equation 4 becomes 2TsLM. 
Johnson et aL7 note that currently avail- 
able optically addressable ferroelectric 
liquid crystal arrays have been demon- 
strated in sizes of 128 x 128. Electrically 
addressable versions of FLC arrays have 
been demonstrated in sizes of 1,280 x 
1,120 pixels. Although the switching time 
of the liquid crystal itself is approximate- 
ly 2 microseconds, the time needed to 
charge the photoconductive layer cur- 
rently limits the optical addressing time 
to about 3 milliseconds. However, with 
improved integration techniques, we be- 
lieve this value can eventually be re- 
duced to tens of microseconds, judging 
by the incredible (gigahertz) operating 
speeds of current discrete phototransis- 
tors. 

The number of tuples that the system 
can match per second is found by divid- 
ing the SLM size by the execution time. 
We estimate that for T,, = 6 ms (2TsLM), 
an OCAPPRP built with this technology 
would be capable of matching 2 x lo4 tu- 
plesisecond in a 1D system and 3 x 1 O6 tu- 
plesis in a 2D system. Using a power 
analysis that relates the necessary optical 
power to the bit rate, we estimate that 
the optical power requirements for the 
1 D system operating at a BER (bit error 
rate) = 10 l 7  is approximately 50 milli- 
watts for equivalence searches. Expec- 
tations are that 1,028 x 1,120 optically 
addressed arrays will be operating at 
TsLM = 30 p s 7  For future 1D systems 
with T,, = 60 ,us, we can expect to match 
1 x lo7 tuplesis with an optical power re- 
quirement of approximately 1W. Using 
another technology, such as self-electro- 
optic-effect  device^,^ which have write 
times in the nanosecond range, we 
should be able to match approximately 1 
x 10'" tuplesis. Since data transfer rates 
greater than 100 Gbytesis are currently 
possible with page-oriented holographic 
memory,2 an OCAPPRP will have no 
problem supporting these predicted pro- 
cessing rates. Such performance is possi- 
ble because data is retrieved from mem- 
ory in parallel as pages and is then 
processed as pages. 

Note that the above execution-time 
analysis excludes the speedup realized 

J L  I U  

I 
I 
I 

CA1 
CA, 
CA3 

Comparand 
array (CA) array (RA) ...... 

CA1 
CA, 
CA3 

Comparand 
array (CA) 

J L  I U  

I 
I 
I array (RA) ...... 

Result of 
(CA,) XOR (RA) 

Result of 
(CA,) XOR (RA) 

Result of 
(CA,) XOR (RA) 
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Figure 10. The 2D matchkompare unit implements Equation 1 (Figure 2) for each 
entry of the comparand array. The results of these parallel operations appear in the 
intermediate array, which will later be processed by the equality and threshold units. 

when selection is based on relative mag- 
nitude searches. The use of our new sin- 
gle-step algorithm, even for current word 
sizes of 64 bits, will provide even greater 
performance increases. Others are per- 
forming similar research in this area,2 and 
our predicted performance is very close 
to their most recent estimates of 1 x 10' 
tuplesis. 

Future work 
Work on the OCAPPRP is ongoing. 

One of the most substantial improve- 
ments is the extension of the MCU to 2D. 
Although we have already completed this 
extension, we omitted it from this article 
so that the architecture described would 
match that of the experimental system. 
Nevertheless, we can briefly explain the 
main concepts. 

We generalize the search of Equation 
1 to 2D by representing the comparand 
array as CA,,. where h = 1, 2, ._. ,  n and 
CA,, = ca,,(,,, I )  . . . c~,,~,. Fundamentally, 
2D searches can be viewed as n 1D 
searches in parallel. To perform 2D 
searches, the MCU must be scaled from 
a 1 D to a 2D implementation. The oper- 
ation of a 2D MCU is described schemat- 
ically in Figure 10, where the n interme- 
diate results form the IA. Corresponding 
to each of the intermediate results, we 
will also haven E ,  G, and L registers (not 
shown), one for each comparand. Similar 
to the 2D notation for the CA, these col- 
umn vectors are denoted as E,, = {el,, e2,, . . . 

l L , , ) i .  More details regarding the operation 
and optical implementation of a 2D 
MCU are available in the literature.4 

We have targeted some additional 

e,,,]'. GI, = {glj, g2,, . . . g,,$, and L, = P I , ,  h,, . . . 

work for the experimental system. The 
first task is to replace the electronically 
connected paths with optics to obtain 
purely optical feedback. Other tasks will 
include the experimental demonstration 
of the 2D MCU and the single-step rela- 
tive magnitude search algorithm. In 
short, future generations of the system 
should more closely meet our goal of 
producing a hybrid optoelectronic ma- 
chine that exploits the domains of both 
electronics and optics. 

s we have shown, the proposed 
architecture has the potential to 
process approximately 1 x 10'' 

tuples/s. Nevertheless, with available op- 
tical switching devices (SLMs) the pro- 
posed system clearly cannot compete 
with its electronic counterparts because 
the switching time of current optical de- 
vice technology is slow. However, many 
improvements are being made in optical 
and optoelectronic device technologies. 
With advances in SLM technology, we 
can expect the proposed optical system 
to become a viable and cost-effective al- 
ternative for parallel and high-speed 
database processing. H 
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