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It is shown that by taking advantage of the superposition 

property of optical signals, one can further improve the 
performance of optical symbolic substitution processors. 

There are many applications for which current achievable 
performance is much slower than that needed. These in
clude signal and image processing, computer vision, and 
artificial intelligence. Von Neumann models of computa
tion cannot achieve (at an acceptable cost) the computation
al rates equivalent to billions of operations per second that 
will be required for these applications. These escalating 
demands for processing speed and throughput can only be 
achieved by extensive use of parallelism and innovative com
puter architectures and technologies. 

Optical technology is capable of providing the high degree 
of parallelism/connectivity and high temporal/spatial band-
width required for future parallel processing systems.1 Ma
jor research efforts are being made recently both for analog 
as well as digital optical computing. As a result, several 
optical computing techniques have emerged, one of which is 
symbolic substitution logic (SSL).2 This Letter addresses 
the impact of data encoding on the performance of optical 
SSL computing systems and shows how the system through
put can be improved by exploiting the superposition proper
ty of optical signals. 

Symbolic substitution logic3 is a pattern transformation 
design technique for performing digital logic optically. It 
uses both the temporal bandwidth and high connectivity of 
optics for constructing parallel optical computing systems. 
In this method, data are encoded as spatial patterns, and 
operators are seen as pattern transformation rules. In its 
operation, SSL consists of two pattern processing steps. 
The first step is a recognition phase whereby all the occur
rences of a search pattern are simultaneously searched in the 
input plane. This is followed by a substitution phase where
by a different pattern is substituted in all the locations where 
the search pattern is found. SSL has been applied to a wide 
range of applications including digital logic and arithmetic 
operations,4,5 signal and image processing,6-7 symbolic com
puting,8,9 massively parallel computing,10 implementation of 
artificial intelligence languages such as PROLOG,11 and im
plementation of optical random access memory.12 

In all the implementations that have been reported for 
SSL thus far, the input operands are assumed to be placed 
vertically on top of each other so that the operands occupy 
distinct locations on the input plane. There are several 

optical means of achieving this, one of which is to interleave 
the individual 2-D input images along the Y-axis with the net 
result of interleaving the rows of 2-D input images. The 
interleaved image constitutes the actual input to the SSL 
processor whose substitution rules were derived under this 
assumption. Thus, with an input image (the interleaved 
image) of size N × N, one can perform N /m × N/d d-bit 
operands per processing cycle p, assuming that each bit of 
the operands is represented by a single pixel of the input 
image. A processing cycle p is defined to be the execution 
time required for the recognition and the substitution phases 
of SSL under parallel or multirule implementation, d is the 
precision of the operands, and m is the number of operands 
required per operation (e.g., m = 1 for a unary operation such 
as a logical NOT, 2 for a binary operation like a logical AND, 
and 3 for a ternary operation like full addition). Thus the 
system throughput, the number of operations per unit time, 
is given by 

where T represents the total processing time required to 
compute an m d-bit operand operation. 

From Eq. (1), it can be seen that the system throughput is 
reduced by a factor of m due to the data encoding scheme. 
This is not an inherent flaw of SSL. In fact, the throughput 
of a SSL processor can be improved by taking advantage of 
the superposition property of optical signals. This unique 
feature of optics enables many optical signals carrying differ
ent information to pass simultaneously through the same 
location in space without mutual interference or crosstalk. 
Therefore, there is no need for the operands (in case of a 
multioperand operation) to occupy distinct locations on the 
input image. The lack of superposition property of electron
ic signals places a fundamental design constraint on elec
tronic systems to carry information on separate wires (which 
translates into separate physical locations on the chip, wafer, 
or board). Optical computing systems, having the superpo
sition property, should not inherit this limitation. 

The following example shows how to take advantage of the 
superposition property to increase the throughput of an 
optical SSL binary adder. The input patterns for a two 
operand binary addition are (0,0), (0,1), (1,0), and (1,1). 
Using the superimposition of the inputs, these patterns can 
be reduced to three patterns: (0); [(0,1) or (1,0)]; and (1). 
With these new input patterns, the new substitution rules for 
addition are derived in Fig. 1. Using positional coding, we 
can encode the binary values 0 and 1 as shown in Fig. 2(a), 
where values of 1 correspond to a bright-dark pattern and a 
value of 0 corresponds to a dark-bright pattern. The new 
substitution rules for addition are shown in Fig. 2(b). Note 
that, using the superimposition of inputs, the number of 
substitution rules for the binary addition is reduced to three. 

To illustrate these rules let us consider the addition of 1011 
and 0010. The input image which comprises the superimpo-



Fig. 1. New symbolic substitution rules for optical binary addition. 

Fig. 2. Optical encoding of the binary values 0 and 1 and the new 
substitution rules for addition. 

Fig. 3. Example illustrating use of the new substitution rules for 
optical binary addition. 

of additions that can be computed during this time is N/2 × 
N/d. Therefore, the new throughput is 

The throughput improvement factor is then 

or 

sition of the two optically encoded operands is shown in Fig. 
3(a). The substitution rules of Fig. 2(b) are simultaneously 
applied to the input image for four iterations. In the general 
case of d-bit operand addition, d iterations are required. 
After d iterations, the substitution rule of Fig. 3(c) is applied 
to the output image resulting in the final output shown in 
Fig. 3(d). This last substitution rule is required to distin
guish the 0's and l's in the final sum vector. 

Now let us see the impact of the new addition scheme on 
the throughput. Using a previous optical addition scheme,3 

the total time for d-bit binary addition is T = d × p, and the 
number of additions that can be computed during this time is 
N/4 × N/d for an N × N input image. The factor of 4 in the 
denominator is introduced by the encoding scheme (separate 
channels for the two operands, and each operand bit requires 
2 pixels). Therefore, the throughput is 

Using the new addition scheme and the same size input 
image, the addition time is T = (d +1) × p, and the number 

Thus, for a 1000 × 1000 image size, d = 32 bits and p = 1 μs, w 
= 244 × 106 32-bit additions per second, and the new 
throughput wn = 474 × 106 32-bit additions per second. In 
practice, F would be equal to 2 for the addition of two 
numbers because the postprocessing step required by the 
new scheme for distinguishing 0's and l's in the final output 
is matched by the extra preprocessing step required by the 
old scheme for optically interleaving the input. Recall that, 
in the conventional optical addition scheme,3 the individual 
input images have to be interleaved before the addition 
process. In the general case of multioperand operations, the 
improvement factor F is linearly proportional to the number 
of operands m required per operation. Thus 

This letter stresses the fact that optical computing sys
tems should be designed to take advantage of the unique 
features of optics and must not be constrained by the limita
tions of electronic systems. It has been shown that the 
noninterference nature of optical signals can be exploited to 
improve the performance of optical symbolic substitution 
processors. By simply modifying the data encoding scheme 
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to take advantage of the superposition property, an increase 
in the system throughput can be observed. 
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