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A Spanning Bus Connected Hypercube: A New
Scalable Optical Interconnection Network for
Multiprocessors and Massively
Parallel Systems

Ahmed Louri, Senior Member, IEEEand Costas Neocleous

Abstract—A new scalable interconnection topology suitable bars, multiple buses, multistage interconnection networks, and
for massively parallel systems called the spanning bus connectedhypercubes, to name a few. Among these, the hypercube
hypercube (SBCH) is proposed. The SBCH uses the hypercube oo received considerable attention due mainly to its good
topology as a basic building block and connects such building . - . . .
blocks using multidimensional spanning buses. In doing so, the topological characteristics (small diameter, regularity, high
SBCH combines positive features of both the hypercube (small connectivity, simple control and routing, symmetry and fault
diameter, high connectivity, symmetry, simple routing, and fault tolerance), and its ability to efficiently permit the embedding
tolerance) and the spanning bus hypercube (SBH) (constant node of numerous topologies such as rings, trees, meshes, shuffle-

degree, scalability, and ease of physical implementation), while
at the same time circumventing their disadvantages. The SBCH exchange, among others [5]. However, a drawback of the

topology permits the efficient support of many communication hypercube is its lack of scalability which limits its use in
patterns found in different classes of computation such as bus- building large size systems out of smaller size systems. The
based, mesh-based, tree-based problems as well as hypercubefack of scalability of the hypercube stems from the fact
based problems. A very attractive feature of the SBCH network that the node degree is not bounded and variesogsN

is its ability to support a large number of processors while main- . L ’
taining a constant degree and constant diameter. Other positive This property makes the hYDEfCUbe CO_St prohibitive for large
features include symmetry, incremental scalability, and fault- /N. Most hypercube-based interconnection networks proposed
tolerance. An optical implementation methodology is proposed in the literature [6]-[13] suffer from similar size scalability
for SBCH. The implementation methodology combines both the nproplems.

advantages of free space optics with those of wavelength division .

multiplexing techniques. A detailed analysis of the feasibility of Recently, some networks have bgen mtrodu.ced that are
the proposed network is also presented. a product of hypercube topology with some fixed degree
) ) networks such as the mesh, the tree, and the de Bruijn [4], [11],

Index Terms—Interconnection networks, massively parallel 141in th t of ina th i fthe h b
processing, optical interconnects, product networks, scalability, [14] in the quest of preserving the properties of the hypercube
wavelength division multiplexing. while improving its scalability characteristics. Notable among
theses is the optical multimesh hypercube (OMMH) [15],

[16]. The OMMH is a network that combines the positive

|. INTRODUCTION features of the hypercube (small diameter, regularity, high

ROGRESS IN very large scale integrated (VLSI) teChtgonnectivity,_ simple control and routing, symmetry and fault_
nology combined with the escalating demands for mo;glerance) with those of a mesh (constant node degree and size

processing power and speed have recently produced a te%7ﬁa_lability). The QMMH can be viewgd as a two-level system:
nological environment in which massively parallel processofs [0c@l connection level representing a set of hypercube
(MPP's) with hundreds or even thousands of processing efgodules and a g!obal connection level representing the mesh
ments (PE’s) are becoming commonplace (examples includfgfwork connecting the hypercube modules. The OMMH
Intel Paragon, Cray T3D and T3E, IBM SP-1,2, MasPar vpetwork has been physically demonstrated using a combination
1,2, Stanford Dash, etc.). The interconnection network, not tRk frée-space and fiber optics technologies, and has shown
PE’s or the speed of these systems, is proving to be the decigped performance characteristics [17] for a reasonable size
and determining factor in terms of cost and performan&&twork. However, for very large networks (greater than
[1]-[4]. one thousand PE’s), the OMMH experiences a logarithmic
To this end, several topologies have been proposed ilf@r_ease in.terms of diamgter and req.uires a Igrge amount
fit different styles of computation. Examples include cros&f fiber which makes the implementation complicated and

expensive.
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(SBCH) and possesses a constant degree and a constant

diameter while preserving all the properties of the hypercube.

The SBCH, similar to the OMMH, employs the hypercube I
topology at the local connection level. The global connectio Tl ken] Qb= 1111 (I inal
level connecting the hypercube modules is a spanning blis| || |less, L o1 —
hypercube network [18]. The spanning bus hypercube is |ja o m’é;
D-dimensional lattice of widthw in each dimension. Each || | 15 . a0 |1
node is connected t® buses, one in each of the orthogona <€ L oo B oLy 044
dimensionsyw nodes share a bus in each dimension. The span- S —— :

ning bus hypercube offers small node degree, small diametgr o ———

low cost, and scalability. It can be scaled up by expanding —————

the size of the spanning buses [18]. However, expanding tfie _——

size of the buses leads to &1w) increase in traffic density e ———— '

[18] which in turn leads tobus congestiorproblems [19]. - reysuim pERy 98|

1.1,1)

I

The advantage of the SBCH network is that it utilizes th@e——

hypercube local interconnection level to decrease the trafiic & A = “'LL
density therefore alleviating the bus congestion problemis]|_il_|
encountered in pure SBH networks. This feature allows thg
SBCH buses to support a larger number of processors than thé
SBH network, and thus allowing larger systems to be built.
As such, the SBCH is an incrementally scalable with a high
degree of connectivity and a low diameter. Additionally, we
also propose an optical implementation of such a network. @
Optical interconnects offer many desirable features such a very
large communication bandwidth, reduced crosstalk, immunity
to electromagnetic interference, and low-power requirements
(3], [4], [20]-[27].

0 €p (99 44§ 4by Y ag Jad § §o§

Il. STRUCTURE OF SPANNING BuUS
CONNECTED HYPERCUBE NETWORK

In this section, we formally define the structure of the SBCH
network and discuss its properties.

A. Topology of the SBCH Interconnection Network (b)

The topology of the SBCH can be described as an undirected 1-( (a)) /?n exagﬁpl)e of the spanning bushconnect@itzlj h%pirTube network: a
. BCH(2, 3) (32 nodes) interconnection is shown. Solid thick lines represent

graph, Gsscn = (V, E) where V' represents a set of node us connections while bold thin lines represent point-to-point hypercube
and E represents a set of edges. The SBCH can also &fnections. (b) An example of a 2-D SBH subnetwork within a SBCH(2, 3)

viewed as a product hybrid graph because it combind® a network. Note that the nodes that construct the 2-D SBH belong to different
. . - ercube modules but they possess the same binary hypercube address
dimensional Spanning bus hyperCUbe graph and a boo'éﬁéﬁesentaﬁon within their corresponding hypercube modules. Eight such 2-D

hypercube graph in such a way that(f= G1 x G2 where sBH's co-exist in the SBCH(2, 3) interconnection.
(G1 represents the spanning bus hypercube graphGnthe
boolean hypercube graph then the Cartesian product of their

vertices isV1 x V2 = [(u2,ul)[u2 € V2 andul € V1] \ 1,02, .+, b, bn) Where fori = 1107 = w,0 < a; <w, for
j=110j =w,0<bi<w,0 < a,<2" and0 < by, < 2".

[11].
The size of the SBCH is characterized by a three-tuplel) The two nodes span the same bus if¢1)= b, and (2)

(w,n, D) wherew,n, and D are positive integers. The first for i = 1 to ¢ = w there are only two components;

parameterw, defines the number of nodes attached to a bus. ~ andb;, that are identical while all the other components

The second parameteris the degree of the point-to-point are different.

cube (hypercube). The third paramef2identifies the number ~ 2) There is a link (called a hypercube link) between two

of buses spanned by a PE in the network. nodes if and only if fori = 1 to s = w (1) a; = b;, and
For an SBCH{w,n, D), the number of nodeg/| is equal (2) a, andb,, differ by one bit position in their binary

tow”2". A node address in the SBCH is denoted ky:e-1)- representation (Hamming distance of one).

tuple (ay,as, ..., ay,an) Using a mixed radix system, where In this paper, we only consider SBCH networks with= 2.

fori=1t0i=w,0<a; < (w-1),and0 < a, < (2" —1). Therefore, in the notation the third parametér, will be
Given the set of nodegV), the set of edgeqF) is dropped. Consequently, an SBGhn,2) network will be
constructed as follows. For two nodgs , az, ..., a,,a,) and referred to as SBCHwv,n). Fig. 1(a) shows an SBCH(2,
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Fig. 2. A SBCH(3, 3) (72 nodes) interconnection. This SBCH network can be constructed by adding hypercube modules along a row and a column
to a SBCH(2, 3) network.

3) interconnection where solid lines represent point-to-poinmtodules. Similar considerations take place for the other seven
hypercube links, and dark thick lines represent buses. Sm&D SBH’s in Fig. 1(a). The SBCH(2, 3) network can also be
dark circles represent nodes of the SBCH network whialiewed as four concurrent three-dimensional (3-D) hypercubes
are, in this paper, abstractions of processing elements imwhich four nodes having identical hypercube addresses form
memory modules or switches. Note that, becalise= 2 a 2x 2 spanning bus hypercube. The SBCH(2, 3) in Fig. 1(a)
each node spans two buses, one bus along each dimendmrks like a hypercube-clustered spanning bus network. In
Furthermore, there are three bidirectional point-to-point linkgeneral, there arg@® 2-D SBH'’s andw? hypercube modules
attached to a node which correspond to the hypercube links(far D = 2). Note than whenw is one the SBCH becomes
careful observation of Fig. 1(a), shows that the node addresaepure hypercube network while whenis zero it becomes
satisfy the connection rules outlined earlier. As can be seanpure spanning bus network. This implies that both, the
in Fig. 1(a), the SBCH(2, 3) consists of 2 2° = 32 nodes. hypercube and the SBH can be thought of as subnetworks
It can be viewed as eight concurrent two-dimensional (2-@f the SBCH network.

SBH’s. Note thatw horizontal buses ana vertical buses  The choice of two parameters and n completely de-

are needed to form on@ x w 2-D SBH network. Fig. 1(b) termines the size of the network, the resources and imple-
shows one such 2-D SBH formed by nodes with the samgentation requirements, and the scaling complexity. The
hypercube addresses and belonging to different hypercyisameter determines the size of the buses while 1the
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parameter defines the size of the hypercubes. From a scalimgcessors in the network. Thus, the diameter determines
viewpoint, two scaling rules can be applied for an SE@t:) the maximum number of hops that a message may have to
network. The first rule which we call fixed-rule keeps the take. Bearing in mind thalD = 2, the diameter of a 2-D
size of the buses constant and increases the size of the netvam&nning bus hypercube is two. The diameter of hypercube
by increasingr. The second rule which we call fixed+ule with N nodes isn = log, N therefore the diameter of
keeps the size of the hypercube constant and increases the SBEHw, n) is (n + 2). For the SBCHw, n) network, N =
of the network by increasing. Clearly, the advantage of thew?2" thereforen = log, (N/w?). Consequently the diameter
SBCHw, n) network is its flexibility to scale up using eitherof the SBCHw, n) network can be written dsg, (N /w?)+2.
or a combination of the two scaling rules. Using the fixedw scaling rule the diameter of the SBCi, n)

For instance, the size of the SBCH can grow withoutetwork experiences a logarithmic incregé¥log, [V)) when
altering the number of links per node by expanding the sitke network size increases. However, using the fixestaling
of the buses; for example, 3-D hypercubes can be addede would make the diameter constant for any network size.
on the perimeter of the 2-D spanning bus hypercubes Bfie constant value is + 2.
Fig. 1. Fig. 2 illustrates an SBCH(3, 3) which is constructed Link complexity or node degree is defined as the number of
by expanding the SBCH(2, 3) network by adding hyperculhysical links per node. For a regular network where all nodes
modules along an outer row and an outer column. The existihgve the same number of links, the node degree of the network
configuration of the nodes of the SBCH(2, 3) network did that of a node. The node degree of a hypercube Witibdes
not change because each node still spans two buses andistift = log, N and that of a 2-D spanning bus hypercube
has three bidirectional point-to-point links for the hypercubis two. A node of an SBCHwv,n) network possesses links
connections. This option allows the SBCH to be truly sizéor both the hypercube connections and the bus connections.
scalable. Consequently, the node degree of the SBCH netwofk #s2)

or log, (N/w?) + 2. Again, when using the fixed- scaling

B. Message Routing in the SBCH Interconnection Network fule the SBCH network experiences a logarithmic increase in
degree(O(log, N)); however when the network is expanded

Due to th? regularlty aqd symmetry of the SBCH arCh'l]%ing the fixeda scaling rule, the degree becomes constant
tecture, a distributed routing scheme can be mplementgﬂ +2).
without global information. At the source node, the messa e2) Bisection Width: The bisection width of a network is
is formatted with the source address, the destination addr%&'ined as the minimum number of links that have to be
message length, and a few control bits such as semaphore%@

. . L Ehoved to partition the network into two equal halves [28].
The interprocessor message traffic of a node gets redistrib bisection width indicates the volume of communication

into two categories, i.e., the hypercube communication and t| fowed between any two halves of the network with an equal

spanning bus communication. If the source and the destinatHJu ber of nodes. The bisection width of:adimensional hy-

of the message are within the same hypercube subnetwor Qcube i1 — N/2 since that many links are connected
the SBCH network, the routing procedure is exactly the sa &tween two(n — 1)-dimensional hypercubes to form ra
as that of the regular hypercube network. Similarly, if th‘c?limensional hypercube. Since there afesuchn-dimensional
source and the destination of the message are within the s ercubes connecting® 2-D spanning bus hypercubes the

spanning bus subnetwork of the SBCH network, the routi section width of an SBCHy, ) is equal tow? x 91 —
procedure is exactly the same as that of a regular bus conne%a/g ’

network. 3

If neither of the above two cases is true, the source aBﬂe
the destination of the message share neither a hypercube noy
2-D SBH. The routing scheme for this case is first to u
the hypercube routing scheme untiI_ th? message arriveso% bus per dimension could be added to the network in
the same 2-D SBH'where the destination resides, and. t er to increase its size. Therefore, the granularity of the
to use the bus routing scheme for the message to arrive

- . . sﬁte scaling in amw x w 2-D SBH of N = w? nodes
the destination. Or the 2-D SBH routing scheme can first € o N1/2 + 1. However, the size of a hypercube can only

applied t.o fquard t_he message to the same hypercube Whﬁ Cincreased by doubling the number of nodes; that is, the
the destination resides, and then the message can reach ?lularity of size scaling in an-dimensional hypercube is

dgstination using the hypercube roqting scheme.' We can 3359 Earlier, we explained how the SBQH, ) network can be
mix the h_ypfercubed thj tthhe spannlrr:g bus k;outln? utﬂt'l ﬂ%%aled up using two different scaling rules. When the fixed-
message LS orwa;] € tf? de i_amte_z Vpef;“ € ord ?h € Sagggling rule is applied, the granularity of size scaling follows
spanning buses where ne destination resides, and then Wetﬁ%nhypercube size scaling. Therefore, the granularity of size
forward th? message t_o the destination using the hypercubes(%”ng using the fixeds-rule isw? x 2™ = N. When the fixed-
the spanning bus routing scheme, respectively. n scaling rule is used, the granularity of size scaling follows
that of the SBH. Therefore, the granularity of size scaling

C. Properties of the SBCH Interconnection Network following the fixed n-rule is 2"(2w + 1) = 2(N/w) + 2",

1) Diameter and Link ComplexityThe diameter of a net- Note that the granularity of size scaling using the fixedule
work is defined as the maximum distance between any tioO(N) while for the fixedn rule is O(N/w).

) Granularity of Size Scalingideally, it should be possi-
to create larger and more powerful networks by simply
&ng more nodes to the existing network. For a 2D SBH the
anularity of size scaling is onl§w + 1 since at a minimum
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TABLE |

ToPOLOGICAL CHARACTERISTICS OF SEVERAL POPULAR NETWORKS
Network Size Degree Diameter Links " cost
BHC N=2" log, N log, N Z(log,N) H(log, N)?
Torus N =wP 2log,, N %log, N Nlog, N X2(log,, N)?
GHC N=r (r —1)log, N log, N Mizll—llog,_N i?l(long)2
NNMH N=r" 2log, N tlog, N 28log, N Xr(log, N)?
SBH N =wP log,, N log,, N Blog, N X (log, V)?
HCN N =27 | (5)(logeN) +1| logoN [ (F)logyN) + F) [ (F)(logy¥) + F)(log, N)
cce N=dx2 3 52 34 x 24 34 x 29(5d - 2)
HdB N =20+ | log,N —c+4 log, N N(log,N —c+4) Flog,N(logaN —c +4)
FPT N = 10" 3log N 2log N Nlog N 3N (log N)?
OMMH N =2 4+log, & [ +1log, ¥ (4 +1og, ) T4 +log, F)(I +1og, ¥)
SBCH N = w2 2+ log, &% 2+ log, % 52 +1og, %) (2 +1log, Z5)(X 1 logy 2%)

4) Cost: It is difficult to exactly evaluate the cost of The general form of the mean internode distance is given
an interconnection network for there are many factors to [29]

consider in the final construction of the network. This includes I max
not only the topological characteristics of the network but 1= Z LP(1) (1)
also the the underlying implementation technology, the cost =1

f impl ti ti trol kagi th
of implementing routing and control, packaging, and o ?/\Ehere P(l) represents the probability for a packet to reach

hysical and environmental issue. In this section we on N _ . . S
Phy destination at distande Then, following the discussion in

consider the topological cost. It is clear that the topologic 9 th dist der the d i
cost of a network depends on its degree and diameter./ ]’. € average message distance under the decay routing
6str|but|on is estimated

network with low degree usually has a large diameter, a

I max

a network with low diameter most of the times posses a - d—1 1

large degree [11]. Consequently, a network with large degree = m Z d (2)
contains a large number of links while a network with low =1

degree contains a small number of links. Bearing the above in _ (dlmax —lmax —1) dimex 41 3)
mind, we define the topological cost as the product of diameter (d—1)(d'mex —1)

and number of links in the network. Hence the cost of thgherel max is the diameter of the network anbidenotes the
SBCHw, n) network is(2 + n)*w?2" = (2 +n)*N. locality of communication. Values of closer to one denote

5) Average Message Distanc&he average message disypiform routing distribution while values of closer to zero
tance in a network is defined as the average number of lingan a nearest neighbor communication pattern. To calculate
that a message should travel between any two nodes. Sif¢€ normalized mean internode distance, we simply multiply
the SBCH is a muti-hop network, the message is boufge mean internode distance shown in (3) with the number of
to travel a certain distance before reaching its destinatiqmks at a node of the network. The normalized mean internode
In order to obtain a realistic Comparison between diﬁeremstance of an SBCHU,TL) is the sum of the normalized mean
networks with different link complexity, some normalizationnternode distance of a 2-D SBH and a regular point-to-point
should be made. For this purpose, it is assumed that tgercube. Graphs of the normalized mean internode distance
communication bandwidth available at a node is constamr different values ofl are shown in Fig. 4(a) and (b).

As a consequence, the available communication bandwidthe) Fault Tolerance: Due to the concurrent presence of
per link at a node decreases as the number of links fises and hypercubes in the SBCH, rerouting of messages in
a node increases. In this context, the normalized averagie presence of a single faulty link or a single faulty node can
message distance is used as the average message disi@asify be done with little modification of existing fault-free
multiplied by the number of links at the node [14]. It seemguting algorithms. In the SBCH, any single faulty link or any
reasonable to assume that an efficient and realistic mulingle faulty node can be sidestepped by only two additional
computer system will gradually show heavier traffic ovefiops as long as that particular node is not involved in the
short distances than over long communication paths sineé@mmunication, namely, the node is neither the source nor the
tasks can be partitioned into smaller subtasks which woul@stination for any message. This can be shown as follows. A
usually be assigned to neighboring processors. For our SB@Gtdssage in the SBCH is routed using a bus routing function
network we assume that communication decays as the distaificeoth the source and the destination of the message are
of the source node to the destination node increases. Wethe same 2-D spanning bus hypercube subnetwork, or a
assume that newly created tasks diffuse from areas of higypercube routing function if they are in the same hypercube
processor utilization to areas of lower processor utilizaticsubnetwork, or a combination of these two routing functions
with a bound on the maximum migration distance. Based dnthose of the message are neither in the same bus nor in the
these assumptions, we are using the decay routing distributsame hypercube subnetwork. Consider the rerouting scheme
[29] to characterize the mean internode distance of the SB@iHthe presence of a single faulty link when the bus routing
topology. function is being applied. When we refer to a faulty link of
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Fig. 3. Network comparisons for (a) diameter, (b) degree, (c) number of links, and (d) topological cost.

a bus network we mean that a PE can not access the thesmessage to the neighboring hypercube via a bus operation.
due to a bus failure. In such a case the PE would not be general for a SBCHv,n) network » two-hop rerouting
able to communicate with other PE’s that share the sarsehemes are available to by-pass a faulty bus.

bus subnetwork. The problem can be solved by forwardlng
the data to the neighboring bus subnetwork via one hop
of the hypercube link+{ such neighboring two-dimensional In this section we compare the SBCH network with existing
buses exist in SBCHyv,n)). By using the neighboring bus well known topologies. These include the Boolean hypercube
subnetwork, the message arrives at a node which is one {{BpIC) [5], the generalized hypercube (GHC) [9], the nearest
away from the destination since the message has been routejhbor mesh hypercube (NNMH) [23], the torus network
in the neighboring bus subnetwork to detour the faulty buR9], the spanning bus hypercube (SBH) [18], the hierarchical
Similarly, a single faulty link when the hypercube routingubic network (HCN) [6], the cube-connected-cycle (CCC)
function is being applied can be sidestepped by forwardifg0], the hyper-deBruijn (HdB) [31], the folded Peterson (FPT)

C OMPARISONS OFSBCH WITH POPULAR NETWORKS
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Fig. 4. (a) Normalized mean internode distancedat= 0.3. (b) Normalized mean internode distancedat= 0.9. (c) Average traffic density of the
SBH and SBCH networks withV = 1000 PE’s.

[32], and the optical multimesh hypercube (OMMH) [15]. Théixed,—;¢ rule. The SBCHw,4) notation denotes that the
comparison parameters include diameter, degree, numbemefwork is expanded following the fixged, rule which means
links, normalized mean internode distance, topological cotitat the size of the hypercube module is kept fixed =
and average traffic density. The topological characteristics 4f and the size of the buses is increased. Note that when
the above networks are indicated in Table I. The results of tegpanding the SBCH network some mathematical constraints
comparison are shown in Figs. 3 and 4. exist. In Section 1I-C, the degree and diameter of the SBCH
In the figures, the SBCH(32;) notation denotes that thenetwork were derived; they are both equaldg, (N/w?) +
network is expanded following the fixgds, rule; that is, the 2. The first term of the equation is a factor of both the
size of the buses is kept constant (32 PE’s per bus) and the simenber of nodes in the entire netw¢f) and the size of the
of the hypercube module is changed to have the same netwbudsesw). The constraint is thaV > w? because otherwise the
size for comparison purposes. Likewise, the SBOHin) log, (N/w?) factor of the degree/diameter equation will give a
notation means that the network is expanded following thegative number which would be unacceptable. Additionally,
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this constraint must be met for the network to be completB. Average Traffic Density
The notation (16, 16p)-OMMH denotes that the size of the Aq emphasized in Section Il, the advantage of the

mesh network in the OMMH is fixed while the size of th%BCH(w n) network over the SBH network is its ability
hypercube is varied. Similarly the (I, I, 4)-OMMH notationy, ,se the point-to-point hypercube links to alleviate the

d_eno_tes th_at the_ size of the hypercube is fixed and the m es. A very good measure indicating that, is the average
size is varied. Finally, the notation SBB = 3) means that yaic density. The average traffic density is defined as the
the dimension of the SBH network is kept constant and theqq,ct of the average distance and the total number of nodes,
size of the busés) is changed. divided by the total number of communication links [23].

In the Introduction, we mentioned that the average traffic
A. Diameter and Degree density of the SBH network increases d&w) [18]. Using

Fig. 3(a) and (b) show the graph comparisons of the in terrﬂ'ée definition stated above the average traffic density of the
of diameter and degree as the network size is increased. At l?h%CH(w’”) network can also be calculated

key mark of 10000 nodes (desirable for MPP’s), SBH= NIN
3), SBCH(32,n), SBCHw, 4) and SBCH(165) exhibit very Tseen =74\ 4)
good performances in terms of diameter and degree with ) <E —|—n>

values 3, 5, 6, and 7, respectively. The CCC reveals very good

degree(3), but it also exhibits a fairly large diameter(17). THehe normalized internode distan®7) is equal tal x (n+2).
OMMH(l, I, n) experiences the worst diameter(29) and theherefore the average traffic density is

FPT the worst degree(27). Even though at 10000 nodes the -

SBCH(32,n) reveals better characteristics than the SBLH( Tspon = M (5)
4) the later is more desirable because it possesses constant <£ _,_n)
degree and diameter, features that allow it to be scalable. The w

erel can be estimated from (3). Equation (5) reveals that
en the fixeqd rule is followed to expand the network
average traffic density of the SBCH n) is essentially
pended ofw. This feature allows the network to utilize
much larger number of nodes along the buses. Fig. 4(c)
presents graph comparisons between SBH, SBCH and BHC
networks for uniform routing distributiof = 0.9). The BHC
B. Number of Links and Cost has low traffic density and it is insensitive to variations in
Fig. 3(c) and (d) show the graphs comparisons MRetwork size. The SBCH network demonstrates more traffic
terms of the number of links and topological cosfiensity than the BHC, but for larger network size it also
as the networks scale up in size. The SBH = 3), exhibits no sensitivity to variations in netw_ork size. .On thg
SBCH(32,7), SBCHw, 4), SBCH16,7) and CCC reveal other_ hand, the SBH network shows an increase in traffic
the best performance characteristics in terms of number d§nsity, therefore for larger networks the SBH network most
links and topological cost while the FPT, NNMH and Torudkely would experience severe bus congestion problems which

seem to require a larger number of links leading into a high@f!l 1ead to large message delays. _
topological cost. The SBH network despite its better topological charac-

teristics(diameter, degree, cost etc.) would most likely ex-
perience bus saturation problems for large number of PE’s.
The advantage of the SBCH network is that in addition
Fig. 4(a) and (b) illustrate the graph comparisons in terms taf its very good topological characteristics it demonstrates
normalized mean internode distance with localized distributionsensitivity in traffic density when the network scales up
routing (¢ = 0.3) and with uniform distribution routing in size. This feature allows the SBCH network to grow
(d = 0.9). Again at 10000 nodes, the SBB = 3), up in size with less chance for bus saturation problems.
BCH(32,7n), SBCHw,4), SBCH(16, 1), and CCC exhibit the Nevertheless, even if bus saturation problems appear, the
best normalized mean internode distances with values cl®&BCH network does not experience the same message delays
to 5 ford = 0.3 and 15 for d = 0.9. The FPT, NNMH because it can utilize the point-to-point hypercube links to
and Torus experience the worst normalized mean internadglirect the packets from another path. In the SBCH network
distances with values close to 40 fdr= 0.3 and 200 for the saturated bus can be sidestepped by only two additional
d = 0.9. Fig. 4(a) and (b) indicate that, with the decay routingops as long as that particular saturated bus is not involved in
distribution model, the normalized mean internode distantee communication. Fig. 2 demonstrates a rerouting scheme
of the SBCH having fixed size hypercubes (SB@H@)) is assuming a bus saturation problem. Assume that in Fig. 2
constant with respect to the growth of the network while thatbde (0, 0, 0) wants to send a packet to node (0, 2, 0) via
of the other networks(excluding the SBH, CCC, and OMMHhe horizontal bus. In case of a bus saturation problem, the
with fixed size hypercubes) grow logarithmically with respeqiackage will need to follow a different routing path. Three
to the network size. different routing paths are available and are all shown in Fig. 2

SBCH(32,n) on the other hand, experiences a Iogarithm'\(x‘l
increase in degree and diameter, features that make it diffic\kllﬁ
to scale up to a larger number of processors. In general, fr

Fig. 3(b), most of the hybrid networks show a Iogarithmiﬁ:nde
increase in their degree which makes it difficult for them tg
scale up in size.

C. Normalized Mean Internode Distance
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with thick dotted lines. The packet can utilize three hyperculachitecture using eight 128 128 multiple star couplers to
links to access bus, busd, or bus f. By using one of the handle over ten thousand input port lines has been reported
three buses the packet will arrive at a node which is one h{g8].

(one hypercube link) way from the destination link. Note that, The SBCHw,n) network consists ofv? hypercube mod-

in each of the three rerouting paths two additional hops wentes and2”w x w 2-D spanning bus hypercubes. From the
necessary to by-pass the saturated bus. discussion above, every hypercube module is bipartitioned
into two planes calledplane; and plane,.. In the SBCH
network all plane;s are grouped together to form a plane

called Planey, while all plane,.s are grouped to form another

Obviously an _electro_nic implementation of the propose&ane calledPlancy. The SBH buses can be implemented
SBCH ngtwork is feasible. One methodology \{vogld be tBy interconnecting the individual plajie of Plang and
use multiprocessor board technology (e.g., multlchlp mOdLH)?ane,,’s of Plane;. The hypercube modules are implemented
technology) for the hypercube subnetwork connections afjding free space optics to provide the connectivity between
backplanes for the bus connections. To limit the numbﬁfane’s and plang's. Additionally, 2*~1 2-D spanning bus

of boards requiredt hypercube modules can be CIUStereﬂypercube subnetworks per plane (Plana Plang;) need
together on a single multipocessor board. However, for a largg ,o implemented. Each 2-D SBH consists 26 buses,
number of PE’s, and a greater bandwidth and interconnect d@t\s ¢ore a total obw x 27— buses per Plane are required.
sity, conventional backplanes have major limitations [3], [4], A trjyial implementation of the SBH subnetwork is to assign
[33]. These include signal skew, wave reflection, impedange jistinct wavelength for every PE in Planand Plang

mismatch, skin effects, interference, among many Others. . then perform WDMA techniques to implement the buses.
pos§|ble alternative is the use of optlpal interconnects. Oplt-\'owever, such a straightforward method requires a prohib-
cal interconnects offer many communication advantages OYgfe\y |arge number of different wavelengths and fiber. For
electronics, including gigahertz transfer rates in an enVirOQkample for an SBCH(4, 3) consisting of 128 PE’s, a total of
ment free from capgmtl\{e loading effects and electromang wavelengths would be necessary. A wavelength assignment
net|c_ interference, h|gh_ '”tercom’?‘?"on densrq_/, IO_W'pOW_%chnique [15], [24] can be employed to reduce the number of
requirements, and possibly a significant reduction in desi velengths used in the system. Let's take a running example,

complexity through the use of multiple access techniques SBCH(4, 3). Fig. 5 shows how wavelengths are assigned
the third dimension of free-space optics. The effectivene, each Plé of Plane The following wavelengths are as-

of optical interconnects has been extensively examined [3 gned to the first row:A, Ao, As, Au, As, As, A7, . Then
[4],_[20]_—[26], [34], _[35]. In the following we propose an aII)\27)\37)\4’)\57)\67)\77)\87)\1 7are7 as’sig7ned7 as’ W:'alvelengthé in
optical implementation of the SBGb, ) network where the the second row. In general, wavelength assignment in a row

hypercube modules are implemented using free-space SP3C%ichieved by rotating the wavelength assignment of the pre-

Invariant optics (4], .[15]_[17]’ [36] a.”‘?' .the bus_ mOdUIe%iOUS row by one column. This wavelength assignment results
are implemented using wavelength division multiple accegs 5 wvo PE's in the same row or column of Plankaving

(WDMA,) techniques. We refer the reader to [4], [15}-[17],), identical wavelength. Similar considerations take place for
and [36] for the free-space portion and concentrate on t E's of Plang. With this wavelength assignment technique,

IV. OPTICAL IMPLEMENTATION OF THE SBCH NETWORK

WDM here. the total number of wavelengths required to implement the
) ) SBCH(4, 3) network is reduced from 64 to 8. In general, for
A. Implementation of Spanning Bus Hypercube an SBCHw, n) the following wavelength assignment for the
Using WDMA Techniques first row must be performedy, Ao, - - -, A a—1y/2, and then,
In this section, the implementation of the spanning bus,..., A 2m-1)/2, A1, are assigned to the PE’s of the second

hypercube subnetwork using WDMA techniques is presentegdw and so on. Thus an implementation of an SE@Hh)

To exploit the large communication bandwidth of opticsyith the above wavelength assignment requires no more than
WDMA techniques that enable multiple multi-access channels x 2(*~1)/2 wavelengths.

to be realized on a single physical channel can be utilized. InReferring to Fig. 5, the wavelengths assigned to the PE’s
a WDMA system the optical spectrum is divided into manypf the first row are divided into two groups of four wave-
different logical channels, each channel corresponding tolesgths each. The groups are as followsk, As, Az, A7)
unigue wavelength. These channels are carried simultaneousig (A2, A4, As, As). Each of these groups correspond to the
on a small number of physical channels, e.g., a fiber. Addimplementation of a row-wise bus. Every PE in the group
tionally, each network node is equipped with a small numbshould be capable of tuning in to any of the wavelengths
of transmitters and receivers, some of these being dynamicallgsigned to that group. For example, the node of groupl with
tunable to different wavelengths. Optical Passive star Couplevavelength\; must be able to tune to wavelengthg A5, A;

can be utilized for the WDMA channels [37]. The purpose ofhich correspond to wavelengths that were assigned to the
an N x N star coupler is to couple light from one of itsother PE’s of that group. Rotating the wavelength assignments
N input guides to all the N output guides uniformly. Stam the groups of the previous rows will form the new wave-
couplers with a 128 128 ports and the capability of handlinglength groups that correspond to every row. Similarly, each
more than hundred different wavelengths are feasible witolumn of Fig. 5 must be divided into two groups of four
currently available technology. An experimental ISDN switclvavelengths each. For example, for the second column of
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Fig. 5. An optical implementation of Plapeof a SBCH(4, 3) network using optical star-couplers. We need two tunable transmitters/receivers for every
node. Similar connections exist for PlapeFor clarity of the figure only a few buses are shown. Note that each iBPlements two row-wise buses
while every SC implements two column-wise buses.

Fig. 5 the following groups are formedz, A4, A, Ag) and light sources; one fixed source, which illuminates the

(A3, A5, A7, A1). Each of these wavelength groups corresportdlOE to generate the required hypercube links and the other

to the implementation of a column-wise bus. Again, rotatiotwo relatively tunable source$, and S. are coupled into

of the column-wise wavelength assignment will result in theptical fibers to implement the two spanning buses. It should

formation of the wavelength groups for the other columns. be noted that full tunability is not required here. In fact,
We now consider the overall optical implementation of aeach laser source should be tunable for a single wavelength

SBCHw,n). For simplicity and without loss of generality,group only. For example, the sources of the PE’s of the first

we consider the implementation of an example network odw in Fig. 5 are tunable within the range, As, A5, A7 (or

size SBCH(4, 3). Fig. 5 shows an example Plaref the A2, A4, Ag, Ag). This reduced range increases the efficiency, the

SBCH(4, 3) network. We assume that each PE has thngeld, and the tuning speed of the light sources. Furthermore,
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each PE is equipped with three receivers: one receRgr Let P, be the power coming into the coupler from an input
receives light from the free-space optics implementing tlehannel andF,,; is the power coming out from an output
hypercube and the other two receivétsandR.. receive light channel thenL,, = 10log (Pous/Pin)-

from fibers coming from star couplers. The key component The total transmission loss is then:

that provides bus connectivity here is the tunable-transmitter
fixed-receiver scheme. The wavelength assignment shown in

Fig. 5 corresponds to the receiver wavelength assignment]gafut is equal to P, /k where k is the fan-out of the star
every PE. Other PE’'s can communicate with a particular Pc%upler. For the SBCH: can isw x 2(*=1/2 (number of

by simply tuning in to the wavelength assigned to that Plsg's on a row or column of Plapeor Plang;). Consequently,
Therefore, it is important that tunable devices with sufficiertg) can be rewritten as

tuning range as well as tuning time be available. Rapid

progress is being made in the development of tunable devices, Ligtal = Le — 10logk +dLy + L+ Lyg — 3. (7)

both in the range over which they are tunable, and their tuni

n _ .

times [38], [39]. Current tuning ranges are in the 410 nm aﬂg’ esumqte the tqtal loss of the optical system, values from

the tuning times vary from nanoseconds to milliseconds Béﬁpmm(lerually. available comppr?erk\]ts are considered. lWe as-
Referring to Fig. 5, each node utilizes two star couplersUMe laser diodes sources with characteristizsdBm. Also

one for each spanning bus. Let each star coupler that imp'i@? insertion loss for a commercially available fiber coupler is

ments the row-wise buses be S&nd each star coupler thattaken as—1 dB while fiber to detector losses ared.46 dB.

implements the column-wise buses be.SIa a given SBCH- The fiber Iqss is taken_ as 0.3 qBS/Km’. but sirata'sl !n the
network, a SC multiplexes light from S, sources coming order of cm’s the total fiber loss is negligible. In addition;a

from nodes lying on the same row of the plane whilecscij loss hgs being added for engineering errors. Rearranging
multiplexes light froms, sources coming from nodes lying{7) @nd using the above values, the number of PE's supported

on the same column of the plane. Note that instead of usin%‘\éthe star couplers given a desirable BER can be determined.

Ltotal:L6+Lsp+de+Lsf+Lfd (6)

star coupler for every row-wise or column-wise bus, evely° & desired 107 BER the required receiver sensitivity of
star coupler implement@™~1/2 — 2 buses ofw _ 4 e GaAs Metal-Semiconductor FET Transimpedance [40] can

number of nodes. Which row-wise or column-wise bus&e calculated as-19.2 dBm. For laser diodes of 7.0 dBm

are implemented is dictated by the wavelength assignm@fWer the total loss in the optical system should-26.2 dB
Iding a star coupler fan-out &f = 118. This value is within

and wavelength grouping explained earlier. For example, tHeE - .
SC. of the first row of Fig. 5 implements the buses witﬁhe capabilities of current star coupler techn_ology. The optical
wavelengthgA;, s, As, A7) and(Ae, A, g, As ), respectively. fanout of star couplers reported up to date_|s 2828 [38].

In order to alleviate bus collisions (e.g., different messagggr k = 118 large SBCH network; are feasible. For e>'<ample,
destined to the same PE at the same time), the time dom@i?BCH(30, 5) network supporting about 28800 PE's could
along each subchannel can be utilized. Time division multipf¢ IMPlemented. It should be noted, however, that when the

access techniques can be combined with the proposed wDN number of PE’s z_ittached_to_ a bus increases, so does the
scheme. This issue is beyond the scope of this paper. star coupler attenuations. This in turn increases the detector

sensitivity. However, an increase in detector sensitivity would
also increase the BER. Therefore, when designing the spanning
V. POWER ANALYSIS OF THE OPTICAL IMPLEMENTATION buses using passive star couplers trade-offs between desirable
In this section, we present some system noise calculatid®d&R and number of PE’s need to be considered.
to investigate the BER capabilities of the proposed optical
implementation of the SBCH network. Calculation of BER VI. CONCLUSIONS
of an optical system requires estimation of the signal-to-noise . . :
ratio (SpNR). Eystimatiorcl1 of total power losses, I%ading into. In this paper, we proposed a novel hybrid network which

receiver sensitivity calculation is required for the SNR. In Wha'lstIgnlflcantly improves hypercube-based topologies in general

follows, the optical power loss of the implementation methoéﬁnd the spanning _bus hypercube (SBH) and th_e opiical mutti-
mesh hypercube in particular. The key attractive features of

ology is calculated. Then the receiver sensitivity is estimatef\d . L
. . e proposed network include the possibility of a constant
and consequently the BER of the proposed |mplementat|ond|s S .
fameter and a constant degree network while it is feasi-
evaluated. :
ble to interconnect thousands of processors at a reasonable
cost. Additionally, the network is incrementally scalable and
fault-tolerant. These features make SBCH very suitable for
The number of PE’s that an optical system can supponassively parallel systems. The topological characteristics
is determined by the emitting power of the transmitter, th&f the proposed network was compared with several other
required receiver sensitivity and the losses occurred betweeeall known networks and it is shown that SBCH compares
the transmitter and the receiver. Li§; be the source to fiber extremely well with the SBH, the binary hypercube, the
coupling loss,L ;4 be the fiber to detector coupling loss, andeneralized hypercube, the nearest neighbor mesh hypercube,
L be the fiber attenuation loss. Lét be the excess loss ofthe torus network, the hierarchical cubic network, the cube-
the optical star coupler. To estimate the star coupler splittimgnnected cycle, the hyper-deBruijn, and the folded Peterson.

loss, the input power to the coupler and the fan-out is requiredl WDMA technique utilizing star couplers has been proposed

A. Optical Power Loss for WDMA Implementation
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for the optical implementation of the SBCH network. Analysigs]
of the implementation reveals that a more than 20000 PE

SBCH network is currently feasible with BER less thanm 10
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