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We describe the design and development of an adaptive spectrometer that actively manages dynamic
range mismatch between source signals and the spectrometer’s detector. The introduction of an inexpen-
sive digital micromirror array yields performance improvements compared to a traditional device. Simu-
lation results are presented that indicate real-world scenarios in which the adaptive spectrometer will
yield superior performance. Experimental results from a first-generation prototype adaptive spectro-
meter confirm the expectations of the simulations. © 2009 Optical Society of America
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1. Introduction

In many areas of optical detection, one is likely to en-
counter dynamic range (DR) mismatch, a condition
in which the range of signal intensities is ill suited
to the range of intensities that can be detected by
the sensing device. In some cases, the signal intensi-
ties are too weak to use much of the available DR of
the detector, while in others the intensities are so
great that they drive the detector to saturation. In
the most diabolical scenario, both conditions exist
at different spatial locations on the detector.
The increasing ubiquitousness of digital sensors

has spawned interest in techniques for minimizing
the impact of DR mismatch between signals and di-
gital detectors. Given the abundance of digital cam-
eras and the growth of digital video applications in
the commercial and industrial sectors, it is not sur-
prising that the majority of DR management efforts
have focused on image and video acquisition. For in-
stance, high DR photography is a rapidly growing
niche of the community of digital photographers.
Here a sequence of digital images of varying expo-
sure times is acquired, and the separate images
are combined algorithmically to create a single scene

in which the number of underexposed and overex-
posed pixels is minimized [1–8]. DR management
techniques have also been applied to video acquisi-
tion. In several examples, micromirror arrays have
been used to mitigate the impact of saturation in
bright regions of the scene of interest [9–11].

DR mismatch does not arise only in image and vi-
deo acquisition, however. Spectroscopic measure-
ments are also subject to the same issues. The
presence of strong spectral features can make it dif-
ficult or functionally impossible to detect the pre-
sence of weaker spectral features. In contrast to the
amount of effort taken to combat DR mismatch for
image and video acquisition, there has been surpris-
ingly little effort taken to deal with the problems in
the area of spectroscopy. In the simplest approach,
multiple exposures are acquired, and strong spectral
channels are permitted to saturate. Unfortunately,
this “solution” leads to the contamination of spectral
channels adjacent to the saturated ones. Another
approach is to use a more sophisticated detector that
combats blooming effects. While antiblooming detec-
tor solutions are becoming increasingly effective
[12–17], highly customized detector hardware does
not always offer a cost-effective solution to the pro-
blem. We present an alternative solution to issues
arising from DR mismatch for spectroscopic mea-
surements. We describe the design and performance
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of a prototype adaptive DR spectrometer (ADRS)
that uses a digital micromirror (DMM) array to ac-
tively match the DR of the spectral source to the DR
of the digital detector used in the spectrometer. The
DMM array serves as a filter that can turn off the
photon flux to spectral channels that would other-
wise saturate the detector. The choice of a DMM ar-
ray as the adaptive component of the ADRS is largely
motivated by the increasing use of these devices in
consumer electronics (e.g., high-definition televisions
and projectors). The resulting availability and de-
creasing cost of DMM arrays make them an attrac-
tive choice for this application.
While DRmanagement techniques in spectroscopy

can build on the work that has been performed with
images and video, there is at least one critical dis-
tinction to be made. In general, when dealing with
imagery, we are most concerned with acquiring the
canonical “pretty picture.” Information about how
faithfully the DR of the original scene has been cap-
tured and rendered is secondary (at best) to the
requirement that the end result be visually pleasing.
In contrast, spectroscopic measurements are almost
exclusively acquired for quantitative purposes (e.g.
analyte detection and concentration estimation)
Consequently, when developing DR management
strategies for spectroscopic applications, we place
more rigorous quantitative requirements on the em-
ployed strategies; no information provided by the
source signal is discarded in the measurement or
analysis stages.
In Section 2 we present amathematical framework

describing the operation and performance para-
meters of the ADRS. In Section 3 we describe the re-
sults of simulations comparing the performance of
the ADRS to a traditional spectrometer (TS) that
does not employ any DR management strategies. In
Section 4 we describe the design and construction of
the prototype ADRS before presenting experimental
results in Section 5. Finally, in Section 6 we consider
a broader class of designs that rely on the introduc-
tion of adaptive components to the spectrometer.

2. Mathematical Model

Here we develop a simple mathematical model of the
ADRS. A complete measurement sequence involves
the acquisition of one or more individual measure-
ments whose exposure times are permitted to vary
from measurement to measurement. Once all mea-
surements are acquired, the best estimate of the
signal spectrum is generated by using a weighted
average of the individual measurements. In addition
to suggesting a preferred signal reconstruction meth-
od to mitigate the impact of detector readout noise,
the model discussed here also forms the mathemati-
cal basis of the simulations considered in Section 3.
Suppose the measurement sequence consists of

k measurements. For a multichannel detector, we
can represent the kth measurement from the ith
channel by

mðkÞ
i ¼ tðkÞðf ðkÞi _sðkÞi þ _dÞ þ rðkÞi : ð1Þ

In Eq. (1), superscripts ðkÞ denote the measurement
number, and subscripts i represent the detector
channel number. The exposure time is t, the photon
arrival rate from the spectral source is _s, the dark
noise rate from the detector is _d, and the detector
readout noise is given by r. The critical feature of
the ADRS is that it includes a reconfigurable filter
(in our case, a DMM array) that can attenuate the
photon flux from the spectral source on a channel-
by-channel basis. The action of this filter is repre-
sented by f. For simplicity, we assume that there is
a one-to-one correspondence between filter channels
and detector channels. Moreover, we make the sim-
plifying assumption that the operation of the filter is
perfect and introduces no noise to the measurement
process. While it is not necessary that the filter be
binary in nature, throughout this paper we assume
that f is restricted to the set f0; 1g. The model in-
cludes the impact of spectral shot noise (included
in _s) as well as the aforementioned detector noise.
The detector dark noise _d is modeled as Poisson
noise, and the readout noise r is assumed to be
zero-mean additive white Gaussian noise. Note that
_d is assumed to be constant in time and uniform
across all detector channels.

We can easily rearrange Eq. (1) to obtain an esti-
mate of the spectral source photon flux from the kth
measurement:

_sðkÞi ¼ 1

f ðkÞi

��
mðkÞ

i − rðkÞi

tk

�
− _d

�
: ð2Þ

To obtain a final estimate of the photon flux for a
given channel, we construct a weighted average of
the _sðkÞi :

ŝi ¼
P

k α
ðkÞ
i _sðkÞiP

k α
ðkÞ
i

: ð3Þ

If we select αðkÞi ¼ f ðkÞi tðkÞ, then Eq. (3) becomes

ŝi ¼
P

kðmðkÞ
i − _dtðkÞÞ −P

k r
ðkÞ
iP

k f
ðkÞ
i tðkÞ

: ð4Þ

The selection of αðkÞi ¼ f ðkÞi tðkÞ becomes clear if we look
at the second sum in the numerator of Eq. (4). If de-
tector readout noise is a zero-mean process (as it is
for the present model), then, for a sequence of mea-
surements, the readout noise contributions should
sum to zero, on average. This leaves us with a simple
expression for estimating the spectral source photon
flux for the ith detector channel:

ŝi ¼
P

kðmðkÞ
i − _dtðkÞÞP

k f
ðkÞ
i tðkÞ

: ð5Þ
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Equation (5) offers insight into why the ADRS is
effective at reducing the impact of noise on the
measurement process. Dark noise can be readily sub-
tracted with simple knowledge of the dark noise rate
and the total exposure time. Readout noise (assumed
to be zero-mean additive noise) can be mitigated by
combining the results of multiple measurements.
Most importantly, the presence of the filter allows
one to suppress strong spectral features and acquire
lengthy exposures while avoiding detector satura-
tion. In the process, the integrated signal and detec-
tor dark noise can grow large in comparison to the
detector readout noise (which is independent of
time). The dark noise is then subtracted computa-
tionally, leaving the readout noise and the source sig-
nal. By design, the readout noise is then (hopefully)
small in comparison to the spectral features that
have benefited from the long signal integration time.
In sum, the computational subtraction of dark noise
and the reduction of the impact of readout noise low-
ers the overall noise baseline and facilitates the de-
tection of weak spectral features.

3. Simulations

To estimate the performance gains one might expect
from using an adaptive device, a series of simulations
were performed. The simulations were based on the
mathematical model discussed in Section 2, and
therefore included the impact of spectral source shot
noise and detector dark and readout noise. To simpli-
fy extraction of relevant information, the spectral
source was modeled as having two well-separated
peaks whose relative strength was a variable of inter-
est. The photoelectron generation rate due to the
weak peak was set to be equal to the dark noise rate
of the poorest-performing detector (10e−=s), and the
photoelectron generation rate due to the strong peak
could be readily varied. For our purposes, we define
the DR of the spectral source to be the ratio of the
flux of the strong peak to the flux of the weak peak.
Further, we define the signal-to-noise ratio (SNR) to
be the height of a spectral feature relative to the
noise baseline divided by the standard deviation of
the noise baseline. We selected a SNR of 5 as the
nominal detection/nondetection boundary for the
weak spectral feature. For SNR < 5, positive identi-
fication of the weak spectral feature became difficult.
While the source spectrum utilized in these simula-
tions is highly artificial and some performance para-
meters (SNR, photoelectron arrival rate due to the
weak spectral feature) are arbitrarily selected, we
stress that the conclusions drawn from the simula-
tions are applicable to general spectra.

A series of simulations were conducted that were
designed to assess the conditions under which a TS
and an ADRS would yield a measurement enabling
identification of the weak spectral feature (that is,
SNR ≥ 5). To make contact with real-world scenarios
of interest, various total measurement times were
considered, and a variety of source DRs were ex-
plored. The total time budget for making the mea-
surement was allotted differently for the TS and
the ADRS. For the TS, each exposure has duration t0,
which is the longest exposure that can be acquired
while avoiding detector saturation. If the total time
budget will not permit an integral number of expo-
sures of duration t0, then the maximum number of
t0 exposures are acquired, and the final exposure
has a duration <t0. For the ADRS, the time budget
usage is more complicated. Consider a set of candi-
date exposure times (CETs) given by ft0; 2t0; 4t0; 8t0;
…g. The first exposure has duration t0. Each subse-
quent exposure has a duration given by the next
longest time in the CETs. This process is repeated
until the next longest time in the CETs would exceed
the remaining time budget. If anymeasurement time
remains, the longest possible exposure time that
would not exceed the time budget is selected from
the CETs. Once the time budget dwindles below t0,
the ADRS sets the exposure time to completely ex-
haust the time budget. (As an example, suppose
the total time budget is 10:5 s and t0 ¼ 1 s. Then the
CET set is f1; 2; 4; 8;…g, and the list of exposure
times used by the ADRSwill be 1, 2, 4, 2, 1, and 0:5 s.)

To prevent detector saturation in the ADRS, the
filter needs to be adjusted after every measurement.
Prior to the first measurement, all filter channels are
set to transmit all light, that is, f ð1Þ ¼ 1. For all
subsequent measurements, if the anticipated value
ofmðkÞ

i will exceed the detector’s saturation threshold
for the chosen tðkÞ, then f ðkÞi is set to zero for that mea-
surement. As additional exposures are acquired, the
estimated photon flux for each spectral channel can
be determined more precisely, thereby enabling more
intelligent filtering as the measurement sequence
progresses.

One of the primary goals of the simulations pre-
sented here is to examine how device performance
varies with the quality and cost of the detector used
in the spectrometer. To this end, simulations were
considered for a variety of detectors ranging from
a high-end scientific camera to an inexpensive
webcam. These detectors and their specifications
are listed in Table 1.

The primary results of the simulations are pre-
sented in Fig. 1. The four solid and dashed curves

Table 1. Representative Detectors Used in the Simulation

Detector Class Model Bit Depth Dark Rate (e−=s) Read Noise (e−RMS) Cost

Scientific Andor DU434 16 0.001 7.5 $25,000
Astrophotography SBIG ST-7XME 16 1 15 $2500
Midlevel Lumenera Lu070 12 10 10 $1000
Webcam — 8 10 10 $200
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represent the detection/nondetection boundary for
the weak spectral feature for a TS utilizing the four
different detectors mentioned earlier. Areas below
and to the right of the curves denote conditions under
which the device can successfully detect the weak
spectral feature. As one might expect, performance
improves when the allotted measurement time is
large or when the source DR is sufficiently small.
Moreover, the higher grade detectors generally
outperform their less expensive counterparts. The
diamond points in Fig. 1 denote the nominal
detection/nondetection boundary for an ADRS using
a generic webcam as a detector. Each of the four
curves associated with the TS exhibit a characteristic
structure. Each curve begins on the left-hand side of
the graph with a vertical line. In this regime, the full
DR of the detector is not in use. Some minimum
amount of time (marked by the location of the verti-
cal line) is required for the weak spectral peak to
grow above the noise baseline. For each detector
being considered, there exists a range of source
DRs that can be accommodated by the detector for
that particular exposure time. Once the source DR
becomes too great, however, the weak spectral peak
cannot grow large enough in a single measurement
to meet our detection threshold. Multiple measure-
ments must then be acquired and averaged to suc-
cessfully detect the weak spectral feature. The
kink in each curve marks the location at which the
simulation switches from a single measurement to
a sequence of multiple measurements. Once the si-
mulation enters the multiple measurement regime,
the necessary total measurement time increases
monotonically with increasing source DR. While all

the TS curves exhibit similar structure, the specifica-
tions associated with each individual detector ac-
counts for the separation between the curves. The
position of the vertical line is impacted solely by
the dark noise and readout noise of the detector. De-
tectors with better noise characteristics can detect
the weak spectral feature in a shorter amount of time
than their noisier counterparts. The location of the
kink is influenced by the detector’s noise parameters
as well as the bit depth of the detector. As expected,
cameras with larger bit depths can accommodate lar-
ger source DRs before multiple measurements must
be acquired and averaged to meet the detection cri-
teria for the weak spectral feature.

While all the curves associated with the TS as-
sume a similar structure, the smooth pattern asso-
ciated with the ADRS using the least expensive
detector (the diamonds in Fig. 1) is noticeably differ-
ent. Once the allotted measurement time exceeds ap-
proximately 10 s, the ADRS is capable of detecting
the weak spectral feature even when the source DR
is very large. (Note, however, that in practice the de-
tection of weak features will be improved only if the
separation of weak and strong spectral features ex-
ceeds the resolution of the adaptive filter in the
ADRS.) This should not be surprising, as the larger
source DRs are associated with strong photon fluxes
that would lead to short initial exposure times to pre-
vent detector saturation. As the source DR increases,
the measurement of the strong spectral feature con-
sumes an increasingly smaller portion of the total
measurement time budget. (Of course, in reality
the ADRS would be incapable of handling source sig-
nals of arbitrarily large DR, as hardware limitations
would eventually preclude detector exposure times
that are sufficiently short to prevent saturation. In
addition, short exposure times would lead to pro-
blems when attempting to measure spectral sources
that vary rapidly in time. However, these same is-
sues also arise for a traditional device utilizing the
same detector.) Once the allotted measurement time
reaches approximately 18 s, the ADRS with the inex-
pensive webcam achieves comparable performance
to a TS that uses a detector that is roughly 100 times
more expensive.

The simulations indicate that the introduction of
an adaptive component to a spectrometer can sub-
stantially improve performance across a wide range
of measurement conditions. To verify this conclusion,
a prototype ADRS was designed, constructed, and
tested. The development and testing of the prototype
is discussed in Sections 4 and 5.

4. Device Design

A simplified schematic of the optical design of the
ADRS is provided in Fig. 2. For simplicity, the design
can be considered in two parts. The first part of the
design is a normal dispersive spectrometer utilizing
a reflective diffraction grating. However, where one
would normally place a detector array, we have
substituted a DMM array. The second part of the

Fig. 1. Simulation results comparing the performance of a TS for
four different detectors (solid and dashed curves) to the perfor-
mance of an ADRS using an inexpensive webcam (open diamonds).
Curves represent the nominal detection/nondetection boundary
for weak spectral features, with areas below and to the right of
the curves indicating measurement parameters permitting suc-
cessful detection. The ADRS, in spite of using an inexpensive de-
tector, outperforms a TS using more expensive detectors across a
broad range of conditions.
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optical design images the surface of the DMM array
onto a detector array. The remainder of this section
offers further details about design choices and
considerations.
Nominally, the first half of the optical design is a

simple dispersive spectrometer with a 4f lens config-
uration. (Optimization to reduce spot sizes at the
DMM array results in departures from a true 4f con-
figuration.) Light from a 10 μm input slit is colli-
mated onto a reflective diffraction grating designed
for use with visible wavelengths. Light from the first
diffraction order passes through a second set of
lenses and is imaged onto the DMM array. In a tradi-
tional dispersive spectrometer, the detector would be
placed at the DMM array location and the desired
spectrum would be measured. However, for the
ADRS, photons striking the DMM array are reim-
aged onto a detector array after further propagation.
The location of the final detector array is based on
several considerations. First, the detector position
is chosen such that the image of the DMM array is
in focus on the detector. Second, the micromirrors
that comprise the DMM array have three discrete or-
ientations. When the DMM array is not powered, the
surface of each mirror is parallel to the surface of the
underlying substrate. That is, the DMM array acts
like a “normal”mirror. When the DMM array is pow-
ered, there are two possible mirror orientations,
corresponding to rotations of �12° away from the re-
laxed position. As a result of these orientation limita-
tions, the position of the final detector array is chosen
such that the “on”mirrors will direct their photons to
the detector array while the “off” mirrors will send
their photons to a beam block (not shown in Fig. 2).
The optical design of the ADRS proceeded in two
stages. First, design parameters for all optics prior
to the DMM array were optimized to minimize spot
sizes at the DMM array. Second, while holding all the
pre-DMM array design parameters constant, para-
meters for all optics located after the DMM array
were optimized to minimize spot sizes at the detector

plane. Handling the design in this fashion ensures
best utilization of the spatial resolution of both the
DMM array and the detector. Given the presence
of multiple reflective optical components in the de-
sign, along with the multitude of configurations pos-
sible with the DMM array, care was taken to limit
the propagation of stray light during the optical
design stages. ZEMAX was used for all optical design
tasks.

Design of optomechanical mounts was performed
in SolidWorks, and the resulting structures were fab-
ricated on an Eden 350 rapid prototyping machine.
Rather than creating a monolithic structure, inde-
pendent mounts were created and fastened to an
optical table. While several lens positions were ad-
justable, successful alignment of the device generally
relied on altering the positions of the DMMarray and
detector using translation stages. All lenses and
other optics were off-the-shelf components. The de-
tector was a Unibrain Fire-i XGAb camera, and
the DMM array was extracted from a budget View-
Sonic PJ503D projector. To achieve control of the
DMMarray, we utilized the projector’s video graphics
array (VGA) interface along with a MATLAB script
that enabled display of static images on a secondary
display. Additionally, MATLAB was used to control
the detector, calculate the optimal DMM array con-
figuration during the measurement, and conduct
all analysis of the resulting data.

Successful operation of the ADRS requires knowl-
edge of how the mirrors on the DMM array map to
the pixels on the detector. This was accomplished
by placing a broadband light source at the spectro-
meter’s input slit and using the VGA interface to dis-
play a simple test pattern of five numbered dots on
the DMM array (one dot at each corner of the active
mirror region and one in the center of the active re-
gion). This test pattern was then recorded by the de-
tector, and the locations of the numbered dots were
identified on the recorded image. Using the corre-
spondence between these five locations, built-in
MATLAB routines for affine transforms and interpo-
lation were employed to map individual DMM array
mirrors to detector pixels. Finally, due to differing
mirror and pixel sizes as well as optical design con-
straints, there is not a one-to-one mapping between
DMM array mirrors and detector pixels. In this par-
ticular design, the DMM array mirrors are the limit-
ing factor in the device’s spectral resolution.

5. Experimental Results

To test the performance of the prototype ADRS, a
Pen-Ray neon gas lamp was utilized as a spectral
source. A total time budget of 5 s was considered,
and the usage of that time budget as well as the up-
dating of the DMM array filter configuration was
conducted according to the specifications outlined
in Section 3. Signal reconstruction was performed
using Eq. (5). In addition to operating the ADRS
in the adaptive mode, a “traditional” mode could
be achieved by setting all the mirrors on the DMM

Fig. 2. Schematic of the optical design of the ADRS. Light from an
input slit is collimated onto a reflective diffraction grating. A DMM
array is located at the focal plane of input slit. The surface of the
DMM array is then reimaged onto a detector. In the schematic, all
spectral channels are in the “on” position, in which photons are
directed to the detector rather than a beam dump (not shown).

1 April 2009 / Vol. 48, No. 10 / APPLIED OPTICS 1895



array to transmit all light. (When operating in tradi-
tional mode, however, all exposure times were fixed
at t0, the maximum exposure duration that did not
result in detector saturation.)
In Fig. 3 we show detector images from the proto-

type ADRS for two exposure times. The upper panel
shows the initial exposure (t ¼ 0:07 s), while the low-
er panel corresponds to an exposure time of 1:12 s.
One can easily see that the strong spectral features
that appear in the short exposure have been sup-
pressed during the longer exposure, enabling the de-
tection of weaker features at other wavelengths.
Note also that there are vertical discontinuities in
the spectral lines in the longer exposure. These gaps
correspond to locations where the ADRS has deter-
mined that the estimated photoelectron count for
that exposure would locally exceed the detector’s well
depth. This condition contrasts with expectations for
an ideal system, in which one would expect the ADRS
to turn off the entire spectral line for a given expo-
sure. However, imperfections such as dust particles
at the spectrometer’s input slit, “hot” pixels on the
detector, statistical fluctuations due to shot noise,
and varying optical transmission efficiency as a func-
tion of vertical position on the slit create a more com-
plex situation. As a result, the on/off status of each
micromirror on the DMM array is determined on a
mirror-by-mirror basis.
Figure 4 compares the performance of the ADRS to

the performance of the TS using the same detector
and a measurement time budget of 5 s. There were
eight exposures for the ADRS with exposure times
ranging up to 2:24 s. For the TS, 71 exposures of
duration 0:07 s were acquired, along with one expo-
sure of duration 0:03 s, and averaged. For both the TS

and the ADRS, detection of strong spectral features
is good. However, the ADRS exhibits a lower noise
baseline. Recall from the discussion at the end of
Section 2 that the lower noise baseline is possible be-
cause the ADRS uses a weighted average of long
exposures to computationally reduce the impact of
detector dark and readout noise. This enables im-
proved detection of weak spectral features through-
out the spectral range of the ADRS. Arrows in the
figure denote the positions of known lines in the neon
spectrum. Because of differing detector noise specifi-
cations, we omit a direct comparison of our experi-
mental results to the simulations presented in
Section 3. However, the prototype is intended as a
proof of concept, and we can obtain an estimate of
the improvement in DR by considering the drop in
the noise baseline when switching from traditional
to adaptive measurement modes. We estimate the
DR by calculating the ratio of flux due to the stron-
gest spectral feature (relative to the noise baseline)
to the flux due to a hypothetical spectral feature
whose peak rises five standard deviations above
the noise baseline. (Recall that SNR ¼ 5 is our nom-
inal detection/nondetection boundary for a weak
spectral feature.) When operating the spectrometer
in traditional mode, we estimate a DR of roughly
142. When operating the spectrometer in the adap-
tive mode, we estimate a DR of roughly 651, more
than 4.5 times the DR for the traditional mode. These
results confirm the findings of the simulations: the
introduction of an adaptive component to the spec-
trometer design facilitates the measurement of spec-
tral sources with larger DRs.

6. Conclusion

We have described a novel spectrometer design that
incorporates an adaptive filter component. The

Fig. 3. Detector images demonstrating the spectrometer’s ability
to suppress strong spectral features as the signal acquisition time
is varied. The exposure time for the upper panel is 0:07 s. The ex-
posure time for the lower panel is 1:12 s. Note that the strong spec-
tral features on the upper panel have been suppressed in the lower
panel, enabling a longer exposure time and improved SNR for
weaker spectral features. The vertical discontinuities in the spec-
tral lines in the lower panel arise because the ADRS has estimated
that the photoelectron count for that exposure would locally exceed
the detector’s well depth.

Fig. 4. Measured neon spectra when operating the spectrometer
in the adaptive mode (black) and traditional mode (gray) using the
same total time budget. In both modes, detection of strong spectral
features is good. However, the adaptive spectrometer exhibits a
smaller noise baseline, enabling improved detection of weak spec-
tral features. Arrows indicate the positions of known lines in the
neon spectrum.
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adaptive filter enables active DR matching between
a spectral source and the spectrometer’s detector. Its
inclusion allows a spectrometer using an inexpensive
digital detector to achieve performance parity with a
traditional device that utilizes a far more expensive
detector. Simulations indicate that these perfor-
mance improvements can be realized for a wide
range of measurement conditions. The development
and testing of a first-generation ADRS prototype con-
firms that the adaptive filter enables DR manage-
ment for spectroscopic measurements.
We utilized a limited subset of the DMM array’s

capabilities. We implemented only a binary filter,
though the DMM array is readily capable of perform-
ing grayscale filtering as well. Moreover, the general
spectrometer architecture developed here can be
modified to facilitate more exotic, multiplexed mea-
surement strategies. These directions are currently
under exploration in our laboratory.
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