Compressive imaging: hybrid measurement basis design
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The inherent redundancy in natural scenes forms the basis of compressive imaging where the number of measurements is less than the dimensionality of the scene. The compressed sensing theory has shown that a purely random measurement basis can yield good reconstructions of sparse objects with relatively few measurements. However, additional prior knowledge about object statistics that is typically available is not exploited in the design of the random basis. In this work, we describe a hybrid measurement basis design that exploits the power spectral density statistics of natural scenes to minimize the reconstruction error by employing an optimal combination of a nonrandom basis and a purely random basis. Using simulation studies, we quantify the reconstruction error improvement achievable with the hybrid basis for a diverse set of natural images. We find that the hybrid basis can reduce the reconstruction error up to 77% or equivalently requires fewer measurements to achieve a desired reconstruction error compared to the purely random basis. It is also robust to varying levels of object sparsity and yields as much as 40% lower reconstruction error compared to the random basis in the presence of measurement noise. © 2011 Optical Society of America

OCIS codes: 110.0110, 100.0100, 110.1758, 100.6640.

1. INTRODUCTION

It is well known that band-limited signals can be sampled at the Nyquist rate [1–3] without loss of information. However, many band-limited signals possess additional internal structure that reduces the inherent degrees of freedom. For example, it has been observed that natural scenes tend to be redundant and therefore sparse/compressible in some transform domains. As a result, such signals can be sampled at sub-Nyquist rates with minimal or no loss of information. The notion of signal structure, which, for example, is the basis of sparse/compressible signal representations, forms the foundation of the compressed sensing theory, which suggests parsimonious sampling of signals commensurate with their sparsity [4–7]. It should be noted that compressed sensing theory exploits the prior knowledge of signal sparsity to derive an efficient measurement basis without assuming any specific knowledge of the sparsity domain. Perhaps surprisingly, it has been shown that a random measurement basis is efficient for sampling sparse/compressible signals [8]. The theoretical underpinnings for the choice of random basis has a strong relation to the Johnson–Lindenstrauss lemma in approximation theory, which is described in [8]. The evolution of the sampling theory, beginning with the Nyquist sampling theory to the recent emergence of the compressed sensing theory, can be viewed as injecting an increasing amount of prior knowledge about the signals of interest to improve sampling efficiency. The compressed sensing theory also applies to imaging [8] and shares common elements with the independent and parallel development of compressive imaging, sometimes also referred to as feature-specific imaging, in the optics community [10–12]. In this work, we describe an application of additional prior information about natural scene statistics to develop an alternate measurement basis with improved efficiency that departs from the celebrated random measurement basis. Specifically, we consider a measurement basis design approach that utilizes both nonrandom projections (from the signal sparsity basis) and random projections to construct a hybrid measurement basis. The motivation for this approach arises from the well-known power-law power spectral model of the second-order statistics of natural scenes [13–15].

2. THEORY: HYBRID MEASUREMENT BASIS DESIGN

Natural scenes tend to be sparse/compressible in transform domains, such as discrete cosine transform (DCT) or discrete wavelet transform (DWT). In addition to being sparse in some transform domains, it has been also observed that the power spectral density of such scenes reduces exponentially with increasing spatial/angular frequency [13–15]. Figure 1 shows a plot of the average radial power spectral density obtained from a set of diverse natural images. A power-law model provides a good approximation as shown by the solid red line in Fig. 1 [13–15]. Note that a power-law power spectral model implies that the expected magnitude (i.e., on average) of the transform coefficients (e.g., DCT coefficients) decreases with increasing spatial/angular frequencies. This is illustrated in Fig. 2, which shows the typical distribution of DCT coefficients for a sample image block (64 x 64 pixels) as a function of spatial/angular frequency. Given this distribution, one may infer that transform coefficients corresponding to lower spatial/angular frequencies tend to have larger magnitude and therefore are less sparse compared to coefficients associated with higher spatial frequencies. This structure of coefficient sparsity represents additional prior information available in the case of natural scenes. Recall that the compressed sensing theory does not make any specific assumption about the
It is well known that the DCT transform is a good choice of compressible representation basis for natural images motivating its widespread use in the JPEG image compression standard [17,18]. We also know that the DCT coefficients corresponding to low frequencies are significant and nonsparse; therefore, we should use DCT projections to measure such coefficients directly. On the other hand, DCT coefficients corresponding to relatively higher frequencies become more sparse, so it would be more efficient to use random projections to estimate these coefficients indirectly. This is indeed the main idea of the hybrid measurement basis design, which combines $M_1$ DCT projections and $M_2$ random projections such that $M_1 + M_2 = M$. Now, we describe the hybrid measurement basis design approach formally. Let us denote the DCT coefficients of an image block with $N$ pixels represented by the column vector $\theta = [\theta_1, \theta_2, \cdots, \theta_N]^T$. Note that the DCT coefficients are naturally ordered according to increasing spatial frequencies. If we denote the image block by a column vector $\hat{f} = [f_1, f_2, \cdots, f_N]^T$, obtained by lexicographically arranging the pixels within the block, we can express

$$\bar{\theta} = D\hat{f},$$

(1)

where $D$ is a DCT transform matrix of size $N \times N$. We can rearrange the DCT coefficients $\bar{\theta}$ in descending magnitude order and express them in a new column vector $\hat{\theta} = [\theta_1, \theta_2, \cdots, \theta_N]^T$, where $|\theta_1| \geq |\theta_2| \geq \cdots \geq |\theta_N|$. For natural scenes, these coefficients can be described by a power-law distribution; therefore, we can state

$$|	heta_p| \leq R \cdot n^{\frac{2}{p}},$$

(2)

where $p$ is the power-law exponent, $n$ is the index of the DCT coefficient, and $R$ is the DCT coefficient value at zero frequency (DC). A $K$-term approximation $\hat{\theta}_K$, obtained by retaining only the $K$ largest $\theta$ coefficients (i.e., setting the remaining coefficients to zero), incurs the following $\ell_2$ error [5,7]:

$$\|\bar{\theta} - \hat{\theta}_K\|_{\ell_2} \leq C_p \cdot R \cdot K^{\left(\frac{1}{2} - \frac{1}{p}\right)},$$

(3)

and because $D$ is a unitary transform, we can also state

$$\|\hat{f} - \hat{f}_K\|_{\ell_2} \leq C_p \cdot R \cdot K^{\left(\frac{1}{2} - \frac{1}{p}\right)},$$

(4)

where $C_p$ is a function of power-law exponent $p$. Note that above relationship is upper bound on the $\ell_2$ error [5,7] and the exact error depends on the particular values of $p$ and $K$.

According to compressed sensing theory [7], a $K$-term approximation of a sparse signal uses $M$ random measurements, where $M$ is given by

$$M = C_k(\mu) \cdot K \cdot \log(N),$$

(5)

where $C_k$ is a function of the coherence $\mu$ between measurement and sparsity bases and $N$ is the dimensionality of the data. For real signal/images, it has been observed that $M$ is typically in the range of 3 to 5$K$. Given the relationships in Eqs. (4) and (5), we can upper bound $\ell_2$ reconstruction error achievable with $M$ purely random compressive measurements as

$$\|\hat{f} - \hat{f}_K\|_{\ell_2} \leq C_p \cdot R \cdot \left(\frac{M}{C_k(\mu) \cdot \log(N)}\right)^{\left(\frac{1}{2} - \frac{1}{p}\right)},$$

(6)
Now, let us define a random variable $X_M$ that denotes the number of the most significant DCT coefficients (i.e., the first $\theta$s) that appear among the first $M$ DCT coefficients (i.e., the first $\theta$s). Equivalently, we can define $X_M$ as the cardinality of the intersection set: $\{\theta_i; i \in \ldots \ldots \} \cap \{\theta_i; i \in 1 \ldots \}$. As a result, $X_M \leq M$. For a power-law DCT coefficient model, we expect that, for small $M$, $X_M$ grows as $X_M \approx M$. However, as $M$ increases and DCT coefficients become increasingly sparse, the rate of change of $X_M$ decreases and $X_M$ approaches the number of nonzero DCT coefficients $P$ as $M \to N$.

The hybrid measurement basis design can be stated as follows: given $M$ compressive measurements, use $M_1$ DCT projections associated with low frequencies to measure the corresponding DCT coefficients directly and use $M_2$ random projections to measure the remaining sparser DCT coefficients. Now, the problem is to find the optimal $M_1$ and $M_2$ distribution so as to minimize the $\ell_2$ reconstruction error such that $M_1 + M_2 = M$. It should be noted that here the $\ell_2$ norm is a measure of reconstruction error and it does not preclude or substitute the use of the $\ell_1$ norm in the reconstruction algorithm to yield sparse reconstructions.

Recall that the $\ell_2$ error with a $K$-term approximation of a signal is given by Eq. (4). Therefore, we must now determine the equivalent $K$ that results from the sum of $K_1$ (associated with $M_1$ DCT projections) and $K_2$ (resulting from $M_2$ random projections) within the hybrid basis. Because DCT projections are completely coherent with the sparsity basis (i.e., the DCT itself), measuring $M_1$ DCT coefficients results in $K_1 = X_{M_1}$. For $M_2$ random projections, which are incoherent with the sparsity basis, $K_2$ is obtained by applying Eq. (5), which yields

$$K_2 = \frac{M_2}{C_K \cdot \log(N)}.$$  

Therefore, we can now express $K$ as

$$K = X_{M_1} + \frac{M_2}{C_K \cdot \log(N)},$$  

and, substituting this expression into Eq. (4), we obtain the following expression for $\ell_2$ reconstruction error using $M$ measurements with the hybrid basis:

$$\|f - \hat{f}_K\|_{\ell_2} \leq C_p \cdot R \cdot \left(\frac{M - M_1}{C_K \cdot \log(N)}\right)^{\frac{1}{2}}.$$  

Note the expectation in the Eq. (9) is over the ensemble of natural images that leads to the expected reconstruction error for the hybrid measurement basis. For each value of $M$, there is an optimal $M_1^{\text{opt}}$ DCT projections and $M_2^{\text{opt}} = M - M_1^{\text{opt}}$ random projections comprising the hybrid measurement basis that minimizes the expected reconstruction error. In Section 3, we describe a simulation study that employs a diverse set of natural images to quantify the reconstruction performance of the hybrid, random, and DCT measurement bases for different object sparsity levels, noiseless and noisy measurement models.

3. SIMULATION STUDY

We expected that incorporating additional prior information about natural scenes (i.e., beyond sparsity) into the hybrid measurement basis should yield improved reconstruction compared to the random measurement basis. Here, we use a simulation study to quantify the reconstruction performance for the three different measurement bases for a variety of natural images. Specifically, a set of 17 diverse images ($256 \times 256$ pixels) drawn from the University of Southern California Signal and Image Processing Institute image database [19] is used to form a representative ensemble of natural images. Figure 3 shows some samples images from this image set. These images are analyzed in a blockwise scheme where each image block of size $\sqrt{N} \times \sqrt{N}$ is considered a sample. Here, DCT is used as the sparsity basis to represent these image blocks. Sparsity, denoted by $\alpha$, is defined as $\alpha = 100 \times \frac{\# \text{coefficients}}{N}$ (i.e., percentage of zero coefficients). Figure 4 shows an image and the corresponding sparse image with $\alpha = 70\%$ for a block size of $32 \times 32$. Note that the original and sparse images are nearly indistinguishable, illustrating the effectiveness of DCT as a sparsity basis. We begin by analyzing the reconstruction performance of the hybrid basis in the absence of measurement noise.

![Fig. 3. Samples from the image set used in the simulation study.](image)

![Fig. 4. Reference image and corresponding sparse image ($\alpha = 70\%$).](image)
A. Noiseless Compressive Reconstruction

Mathematically, a noiseless compressive measurement can be written as

$$\tilde{y} = H\tilde{f},$$

where $\tilde{f}$ is the column vector of length $N$ representing an object, $\tilde{y}$ is the column vector of length $M$ representing the compressive measurements, and $H$ is the measurement matrix of size $M \times N$ whose row vectors are the projection vectors. As noted previously, an object can be expressed in the sparse DCT basis (represented by transform matrix $D$) as

$$\tilde{\theta} = D\tilde{f} \quad \tilde{f} = D^T\tilde{\theta}. \quad (11)$$

Recall that $\tilde{\theta}$ is a column vector of length $N$ whose elements are the sparse DCT coefficients.

To construct an optimal hybrid measurement basis, $I - 1$ images from the image data set (I = 17) are used to estimate the power-law parameters, such as $R$, $p$, $C_p$, and constant $C_s$, from Eq. (5) using a least-squares fit. Here, we choose an image block size of $32 \times 32$ (i.e., $N = 1024$) with a sparsity of $\alpha = 85\%$. We estimate the expected value of the random variable $X_M$, which is upper bounded by the $P$, using overlapping image blocks from the $I - 1$ image set. Note that, for $N = 1024$ and $\alpha = 85\%$, we obtain $P = 154$. We find that following relation provides a good empirical fit to the estimated $E(X_M)$:

$$E(X_M) = K \left( 1 - \exp \left( -\frac{M}{P} \right) \right), \quad (12)$$

where $\tilde{\theta}$ is estimated using a least-squares fit to the data. Given $M_1$ DCT projections and $M_2$ random projections, the compressive measurement vector can be expressed as

$$\tilde{y} = \begin{bmatrix} \tilde{y}_d \\ \tilde{y}_c \end{bmatrix} = \begin{bmatrix} H_{\text{dct}} \\ H_{\text{rand}} \end{bmatrix} \begin{bmatrix} \tilde{\theta}_d \\ \tilde{\theta}_c \end{bmatrix}, \quad (13)$$

where $H_{\text{dct}} = D_{M_1}$ and $H_{\text{rand}} = \Phi_{\text{rand}}D_{N-M_1}^T$ is the column vector of length $N - M_1$ with random basis. The resulting average reconstruction error as a function of $M_1$ for $M = 400$, as predicted by the reconstruction error model along with the actual observed error for the hybrid basis. The reconstruction error associated with DCT and random bases is also plotted for reference. Note that the reconstruction error model data is obtained with a training set of 16 images and the actual error is computed using a test image that is distinct from the training set. In this particular case, there is no unique value of $M_1$ that minimizes the reconstruction error. Therefore, we use the mean value of the optimal set of $M_1$ to define $M_1^{\text{opt}}$. Note that, while the model error is different from the actual observed error, they both show similar qualitative trends with $M_1$. For example, the model predicts $M_1^{\text{opt}} = 200$, whereas the actual is $M_1^{\text{opt}} = 190$.

The optimal mixture of DCT ($M_1$) and random ($M_2$) projections comprising the hybrid basis is obtained by averaging all possible combinations of training sets and test images for each value of $M$. The resulting average reconstruction error performance of the optimal hybrid basis is plotted in Fig. 6 as a function of $M$ along with that of the random and DCT bases. Here, we use a normalized rms error (RMSE) metric for reconstruction error, which is defined

$$\text{RMSE} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{y_i - \hat{y}_i}{\sigma} \right)^2,$$
as \( \text{RMSE} = \frac{\sqrt{\mathbb{E}[(\hat{f} - f)^2]}}{\text{DR}} \times 100\% \), where \( \text{DR} \) is the object dynamic range. Note that the reconstruction error is also averaged over multiple realizations of the random projections comprising the hybrid and random bases. In Fig. 6, note that, for relatively small values of \( M \), the DCT basis actually outperforms the random basis due to the nonsparse nature of DCT coefficients at low spatial frequencies. For example, at \( M = 256 \), the DCT basis achieves a RMSE = 2.56\%, whereas the random basis incurs a RMSE = 6.23\%, which is nearly three times worse. As the sparsity of the DCT coefficients increases with \( M \), the random basis becomes progressively more efficient, achieving perfect reconstruction at \( M = 500 \) measurements while the DCT basis yields a nonzero error of 1.33\%. As expected, the DCT basis requires the maximum number of measurements \( M = N = 1024 \) to achieve zero error. We observe that the reconstruction error for the hybrid basis is significantly lower than that of the random basis for all values of \( M \). It is somewhat surprising to note that, for a relatively small number of measurements (e.g., \( M = 256 \)), the hybrid basis yields reconstructions that have a worse error (RMSE = 3.57\%) compared to the DCT basis (RMSE = 2.56\%). To understand this behavior, recall that the error model [Eq. (9)] for the hybrid basis is upper bound on the reconstruction error. Therefore, it is to be expected that the resulting mixture of DCT and random projections based on this model would be near-optimal but not optimal and, as a result, may not achieve the minimum reconstruction error. In the simulation study, we can determine the minimum reconstruction error for the hybrid basis precisely by conducting an exhaustive search for the \( M_1 \) (for a given \( M \)) that minimizes the actual observed error. This minimum reconstruction error estimate serves to lower bound the performance of the hybrid basis and is shown here by the dashed blue curve in Fig. 6. For small values of \( M \), we note that the lower bound on the reconstruction error for the hybrid basis actually coincides with the DCT basis, suggesting that the DCT is the optimal basis in this region. However, as \( M \) increases, we observe that the hybrid basis outperforms both the DCT and random bases. Furthermore, we observe that the designed hybrid basis performance approaches its lower bound as \( M \) increases. Table 1 summarizes the reconstruction performance of the three measurement bases for various values of \( M \). Note that the hybrid basis consistently outperforms the random basis for all values of \( M \). For example, at \( M = 400 \), the hybrid basis provides a reconstruction improvement of 54\% compared to the random basis, while, at \( M = 460 \), this improvement increases to nearly 77\%. Equivalently, we can also quantify the performance of the hybrid basis by observing the number of measurements required to achieve a particular reconstruction error. For an RMSE of 1\%, the hybrid basis requires \( M = 420 \), while the random and DCT bases require \( M = 451 \) and \( M = 625 \), respectively. Similarly, for an RMSE of 3\%, the random basis needs \( M = 414 \) compared to \( M = 315 \) for the hybrid basis.

It is also instructive to inspect the mixture of DCT and random projections comprising the hybrid basis to gain further insights into its performance. Figure 7 shows a plot of the optimal number of DCT projections \( M_1 \) and random projections \( M_2 \) in the hybrid basis as a function of \( M \). As expected, for small \( M \), the DCT generates the majority of the projections within the hybrid basis. As \( M \) increases, DCT coefficients associated with increasingly higher spatial frequencies become more sparse. Therefore, one would expect that an optimal mixture of DCT and random projections would include an increasing number of random projections. This is indeed the case, as shown by the solid red curve in Fig. 7, the proportion of random projections increases with \( M \). Further, it should also be noted that the hybrid basis achieves perfect reconstruction at slightly smaller \( M = 470 \) compared to \( M = 500 \) for a purely random basis. This is due to the fact that the hybrid basis exploits the nearly perfect nonsparsity of the first few DCT coefficients near DC to offset the number of random projections required to estimate the remaining DCT nonzero coefficients.

So far, we have only discussed the reconstruction error performance of the three compressive measurement bases quantitatively. The visual quality of the reconstructed images is also an important element of the imaging performance of a compressive imaging system. Figure 8 shows the reference image and example reconstruction images obtained with \( M = 400 \) measurements for the hybrid, DCT, and random bases. Observe that the DCT image reconstruction is more blurred relative to the other two images and, of course, the reference image. Recall that the DCT reconstruction is essentially a low-frequency representation of the object (high-frequency coefficients are truncated). This is clearly illustrated by the

![Fig. 7. (Color online) Optimal number of DCT (\( M_1 \)) and random (\( M_2 \)) projections comprising the hybrid basis.](image-url)

### Table 1. RMSE Performance of Three Compressive Measurement Bases for Various Values of \( M \)

<table>
<thead>
<tr>
<th>( \frac{M_1^{\text{opt}}}{M_2^{\text{opt}}} )</th>
<th>174/82</th>
<th>174/166</th>
<th>174/226</th>
<th>97/333</th>
<th>59/401</th>
<th>41/439</th>
<th>25/475</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \downarrow \text{RMSE} )</td>
<td>256</td>
<td>340</td>
<td>400</td>
<td>430</td>
<td>460</td>
<td>480</td>
<td>500</td>
</tr>
<tr>
<td>Random Basis</td>
<td>6.25%</td>
<td>4.74%</td>
<td>3.49%</td>
<td>2.30%</td>
<td>0.65%</td>
<td>0.1%</td>
<td>0%</td>
</tr>
<tr>
<td>DCT Basis</td>
<td>2.50% (50%)</td>
<td>1.98% (58%)</td>
<td>1.69% (52%)</td>
<td>1.50% (37%)</td>
<td>1.46% (−124%)</td>
<td>1.38% (−1280%)</td>
<td>1.33%</td>
</tr>
<tr>
<td>Hybrid Basis</td>
<td>3.50% (43%)</td>
<td>2.73% (43%)</td>
<td>1.61% (54%)</td>
<td>0.70% (70%)</td>
<td>0.15% (77%)</td>
<td>0% (100%)</td>
<td>0%</td>
</tr>
</tbody>
</table>

*Number in brackets indicates improvement relative to random basis.*
bridge across the river (middle section) in the image, which is
resolved into two distinct lanes in the hybrid and random re-
constructions but not in the DCT reconstruction. Further,
note that, in the top half of the reconstructed images, the
DCT and hybrid reconstructions offer higher fidelity than
the random reconstruction. Example reconstructions in Fig.
9 for a different objects also show similar visual quality trends
and reaffirm our conclusions regarding the performance of
the hybrid basis.

B. Different Object Sparsity
So far, we have considered objects with a sparsity level of \( \alpha = 85\% \) in the simulation study. Because objects can have signif-
ically different sparsity, it is important to understand the per-
formance of the hybrid basis as a function of sparsity. Here,
we consider four other levels of sparsity to emulate objects
with varying levels of sparsity in the DCT domain. The recon-
struction error for these four different sparsity level objects is
plotted in Fig. 10 as a function of number of measurements.
Observe that, as the sparsity level \( \alpha \) decreases, more measure-
ments are required for perfect reconstruction for both the
hybrid and random bases. Note that the hybrid basis maintains
a superior reconstruction performance compared to the
random basis for all sparsity levels. The difference between
the hybrid and random bases reconstruction error, however,
reduces with decreasing sparsity level. For example, at \( \alpha = 85\% \) and \( M = 2^P = 307 \), the random RMSE = 5.34\% compared
to RMSE = 3.1\% for the hybrid basis, a relative improvement
of 42\%; while at \( \alpha = 70\% \) and \( M = 2^P = 614 \), the random
RMSE = 2.73\% and the hybrid RMSE = 1.82\%, which is a
smaller 33\% relative improvement. This reduced difference
between the hybrid and random bases performance can be
understood by considering the decreasing sparsity of DCT
coefficients with increasing spatial frequencies. As mentioned
earlier, the main idea behind the design of the hybrid basis is
to exploit the sparsity structure of DCT coefficients. There-
fore, for objects with higher sparsity, the relative proportion
of nonzero DCT coefficients corresponding to lower frequen-
cies is higher compared to objects with lower sparsity. Thus,
the resulting hybrid basis design tends to be more efficient in
the error per measurement sense for objects with higher spar-
sity. Therefore, the hybrid basis performance improves with
increasing sparsity relative to the random basis. This fact is
confirmed by the data tabulated in Table 2 summarizing the
performance of the three measurement bases for the five
different object sparsity levels. For example, at \( \alpha = 95\% \) the
hybrid basis requires 18\% fewer measurements to achieve
an RMSE of 2.0\% compared to the random basis, while, at
\( \alpha = 70\% \), the hybrid basis needs only 4\% fewer measurements
than random basis to achieve the same error.

C. Noisy Compressive Reconstruction
In any physical compressive imager, there are various sources
of noise that can affect a compressive measurement, such as
photon noise, thermal noise, readout noise, quantization
noise, etc. Here, we consider a detector-noise-limited com-
pressive imager model. The noise is composed of the readout
(thermal) and quantization noise that can be effectively mod-
eled as additive white Gaussian noise (AWGN) with zero mean
and variance \( \sigma_n^2 \). The noise standard deviation \( \sigma_n \) is defined as
a percentage of the dynamic range of a conventional imager.
Mathematically, a noisy compressive measurement can be
expressed as

\[
\tilde{g} = H\tilde{f} + \tilde{n},
\]  

(16)

where \( \tilde{n} \) is the measurement noise column vector of length \( M \)
representing the independently and identically distributed
detector noise in each compressive measurement. It is important to note that, in a passive imaging system, the total photon count incident on the imaging aperture remains constant for a fixed exposure time as the number of measurements vary. This fixed photon constraint can be mathematically expressed as

$$H = \frac{H^*}{C_M},$$

where $C_M = \max |\sum_{j=1}^{M} |H^*|_j|$ and $H^*$ is the measurement matrix before scaling. Note that the scaling constant $C_M$ is a function of the number of measurements. A compressive imaging system can be physically implemented in different ways as

<table>
<thead>
<tr>
<th>Sparsity Level</th>
<th>$\alpha = 95%$</th>
<th>$\alpha = 90%$</th>
<th>$\alpha = 85%$</th>
<th>$\alpha = 80%$</th>
<th>$\alpha = 70%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSME = 3.0%</td>
<td>202 102 148</td>
<td>321 169 244</td>
<td>414 209 315</td>
<td>490 245 376</td>
<td>600 304 460</td>
</tr>
<tr>
<td>RSME = 2.5%</td>
<td>206 130 161</td>
<td>329 206 271</td>
<td>426 263 354</td>
<td>503 309 428</td>
<td>626 387 534</td>
</tr>
<tr>
<td>RSME = 2.0%</td>
<td>211 169 173</td>
<td>335 260 293</td>
<td>434 337 381</td>
<td>514 401 462</td>
<td>645 501 589</td>
</tr>
<tr>
<td>RSME = 1.5%</td>
<td>216 220 189</td>
<td>341 341 312</td>
<td>444 448 404</td>
<td>525 534 492</td>
<td>656 644 631</td>
</tr>
<tr>
<td>RSME = 1.0%</td>
<td>222 269 203</td>
<td>350 480 328</td>
<td>451 625 420</td>
<td>534 700 512</td>
<td>666 783 650</td>
</tr>
<tr>
<td>RSME = 0.5%</td>
<td>234 534 227</td>
<td>360 741 350</td>
<td>464 813 437</td>
<td>547 861 532</td>
<td>681 918 670</td>
</tr>
<tr>
<td>RSME = 0.0%</td>
<td>256 1024 246</td>
<td>400 1024 390</td>
<td>500 1024 470</td>
<td>600 1024 580</td>
<td>720 1024 700</td>
</tr>
</tbody>
</table>

$a$, $R$, random; $D$, DCT; $H$, hybrid.
described in [12]. Here, we assume a sequential implementation where each measurement is acquired sequentially.

The object reconstruction technique for the hybrid and random measurements is based on minimizing the total variation (TV) subject to the quadratic data measurement error constraint, which can be mathematically expressed as

$$\min \text{TV}(\hat{\theta}) \quad \text{s.t.} \quad \|HD\hat{\theta} - g\|_2^2 \leq \epsilon,$$  \hspace{1cm} (18)

where TV denotes the TV of a reconstruction and $\epsilon$ is the error in the measurement process ($\epsilon = \sigma^2_n$). TV is defined in terms of the first-order horizontal and vertical gradients of a candidate reconstruction [21]. We employ the TV reconstruction algorithm from the $l_1$ magic toolbox here [20]. For DCT measurements, the linear minimum square error operator is used to obtain the following object estimate:

$$\hat{\theta} = \sigma^2_n DH^T(\sigma^2_n DH^T HD^T + \sigma^2_n I)^{-1}g.$$  \hspace{1cm} (19)

where $\sigma^2_n$ is the second moment of the object estimated from the image data set and $I$ is a $M \times M$ identity matrix.

The reconstruction performance of each candidate measurement basis is analyzed in presence of measurement noise. The object sparsity level is set to $\alpha = 85\%$ and $\sigma_n = 0.5\%$ in this study. Figure 11 shows the reconstruction RMSE (averaged over 20 noise realizations and 12 random projection realizations) with the number of measurements. Observe that, for all bases, the reconstruction error decreases initially, reaching a minima, and then increases monotonically with the number of measurements. This behavior results from two underlying mechanisms. First, the truncation/approximation error decreases monotonically as more measurements are acquired. However, a fixed photon budget (i.e., a fixed exposure time) implies that the photon allocation per measurement decreases with increasing measurement dimensionality, while the detector noise remains fixed. As a result, the measurement fidelity (i.e., measurement signal-to-noise ratio) decreases monotonically with $M$. The tradeoff between these two error mechanisms leads to the nonmonotonic RMSE behavior [10]. Overall, the hybrid basis provides a lower reconstruction RMSE relative to the random basis. For example, at $M = 169$, the random basis yields an RMSE of $8.0\%$ relative to an RMSE of $4.9\%$ for the hybrid basis, an improvement of nearly $40\%$. Furthermore, the minimum reconstruction error for the hybrid basis (RMSE = $4.9\%$) is significantly lower than the error achievable with the random basis (RMSE = $6.7\%$). Similar to the noiseless case, the DCT basis provides the best reconstruction performance for small values of $M$ for two reasons. First, the linear reconstruction technique used for DCT reconstruction is more robust to noise compared to the nonlinear reconstruction method employed for hybrid and random bases [12]. Second, the hybrid design for small value of $M$ is suboptimal as described in Subsection 3.A. However, as the number of measurements increases, the hybrid basis yields a lower reconstruction error (RMSE = $7.0\%$) than that of the DCT basis at $M = 500$ (RMSE = $7.32\%$).

Overall, Table 3 summarizes the RMSE performance of the three bases. Figures 12 and 13 show example reconstructions for two objects in the

<table>
<thead>
<tr>
<th>$M$ Measurements</th>
<th>169</th>
<th>256</th>
<th>340</th>
<th>420</th>
<th>460</th>
<th>500</th>
<th>580</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Basis</td>
<td>8.04%</td>
<td>6.95%</td>
<td>6.7%</td>
<td>6.83%</td>
<td>6.99%</td>
<td>7.21%</td>
<td>7.8%</td>
</tr>
<tr>
<td>DCT Basis</td>
<td>3.93% (51.1%)</td>
<td>4.21% (39.4%)</td>
<td>5.03% (24.9%)</td>
<td>6.15% (9.9%)</td>
<td>6.74% (3.6%)</td>
<td>7.32% (1.5%)</td>
<td>8.4% (7.7%)</td>
</tr>
<tr>
<td>Hybrid Basis</td>
<td>4.87% (39.4%)</td>
<td>5.3% (23.7%)</td>
<td>5.89% (12.1%)</td>
<td>6.37% (7.3%)</td>
<td>6.62% (5.3%)</td>
<td>7.02% (2.6%)</td>
<td>7.8% (0%)</td>
</tr>
</tbody>
</table>

*Number in brackets indicates improvement relative to random basis.*
image data set. We observe that the hybrid reconstructions are consistently superior to random reconstructions. This affirms the improved reconstruction performance of the hybrid basis relative to the random basis in the presence of noise.

4. CONCLUSIONS

The sparse nature of natural scenes has been exploited in compressive imaging via the use of random measurement basis. However, prior knowledge about the sparsity structure of natural scenes, such as the well-known power-law spectral density models, has not been utilized for measurement basis design yet to our knowledge. In this work, we described the design of a hybrid measurement basis that employs a combination of a known sparsity basis, such as DCT, and the random projection basis to improve reconstruction performance for natural scenes compared to the random basis. Specifically, the optimal combination of DCT and random projections is derived from the ensemble object power spectral density estimated from a diverse set of images. The reconstruction performance is quantified for each image in the image set (using the leave-one-out testing method) using a simulation study. The simulation results demonstrate that the reconstruction performance is significantly improved with the hybrid basis relative to DCT and random bases. For example, the hybrid basis achieves a reconstruction error of 0.15% compared to an RMSE of 0.65% for the random basis with $M = 460$ measurements ($N = 1024$, $\alpha = 85\%$), which is an improvement of nearly 77%. Furthermore, we also observe that the hybrid basis design is robust to varying levels of object sparsity and measurement noise. The hybrid basis maintained superior reconstruction performance relative to the random and DCT bases in the presence of measurement noise. In fact, with 50% ($M = 500$) measurements, the random basis yielded a RMSE of 8%, while the hybrid basis achieved a nearly 40% lower RMSE of 4.9%. It should be emphasized that the hybrid basis design method described here is also applicable to other non-random sparsity bases besides DCT, such as wavelets or any other sparsity basis, where prior knowledge about the sparsity structure is available. Furthermore, a structured measurement basis, such as the hybrid basis, may also be attractive from the practical implementation perspective in terms of an efficient measurement basis representation within the compressive imager hardware. A compressive imager with a hybrid measurement basis can be implemented using one of the several architectures described in [12,22–25] that employ active or passive optical modulation mechanisms to acquire compressive measurements. As an extension to this work, we are actively pursuing the development of more efficient adaptive compressive measurement bases that incorporate prior knowledge and information from past measurements within a sequential measurement framework.
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