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ABSTRACT

Wireless services have become an indispensable part of our social, economic, and

everyday activities. They have facilitated and continue to facilitate rapid access to

information and have created a highly-interconnected web of users who are unteth-

ered to particular locations. In fact, it is expected that in the very near future, the

number of users that access the Internet through their mobile devices will surpass

those access the Internet from the fixed infrastructure [1]. Aside from mobile Inter-

net access, wireless technologies enable many critical applications such as emergency

response, healthcare and implantable medical devices, industrial automation, tacti-

cal communications, transportation networks, smart grids, smart homes, navigation,

and weather services.

The proliferation and wealth of wireless applications has created a soaring de-

mand for ubiquitous broadband wireless access. This demand is further fueled by

the richness of the information accessed by users. Low-bit rate voice communica-

tions and text have been replaced with graphics, high-definition video, multi-player

gaming, and social networking. Meeting the growing traffic demand poses many

challenges due to the spectrum scarcity, the cost of deploying additional infrastruc-

ture, and the coexistence of several competing technologies. These challenges can

be addressed by developing novel wireless technologies, which can efficiently and

securely manage multi-user access to the wireless medium. The multi-user access

problem deals with the sharing of the wireless resource among contending users in

an efficient, secure, and scalable manner.

To alleviate contention and interference among the multiple users, contemporary

wireless technologies divide the available spectrum to orthogonal frequency bands

(channels) [2–5]. The availability of multiple channels has been demonstrated to

substantially improve the performance and reliability of wireless networks by alle-
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viating contention and interference [6–9]. Multi-channel networks, whether cellular,

sensor, mesh, cognitive radio, or heterogeneous ones, can potentially achieve higher

throughput and lower delay compared to single-channel networks.

However, the gains from the existence of orthogonal channels are contingent upon

the efficient and secure coordination of channel access. Typically, this coordination

is implemented at the medium access control (MAC) layer using a multi-channel

MAC (MMAC) protocol [7,10–13]. MMAC protocols are significantly more sophis-

ticated than their single-channel counterparts, due to the additional operations of

destination discovery, contention management across channels, and load balancing.

A significant body of research has been devoted to designing MMAC protocols. The

majority of solutions negotiate channel assignment every few packet transmissions

on a default control channel. This design has several critical limitations. First, it

incurs significant overhead due to the use of in-band or out-of-band control channels.

Second, from a security standpoint, operating over a default control channel consti-

tutes a single point of failure. A DoS attack on the control channel(s) would render

all channels inoperable. Moreover, MMAC protocols are vulnerable to misbehavior

from malicious users who aim at monopolizing the network resources, or degrading

the overall network performance.

In this dissertation, we improve the security and spectral efficiency of channel

access mechanisms in multi-channel wireless networks. In particular, we are con-

cerned with MAC-layer misbehavior in multi-channel wireless networks. We show

that selfish users can manipulate MAC-layer protocol parameters to gain an un-

fair share of network resources, while remaining undetected. We identify possible

misbehavior at the MAC-layer, evaluate their impact on network performance, and

develop corresponding detection and mitigation schemes that practically eliminate

the misbehavior gains. We extend our misbehavior analysis to MAC protocols specif-

ically designed for opportunistic access in cognitive radio networks. Such protocols

implement additional tasks such as cooperative spectrum sensing and spectrum

management. We then discuss corresponding countermeasures for detecting and

mitigating these misbehavior.
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We further design a low-overhead multi-channel access protocol that enables

the distributed coordination of channel access over orthogonal channels for devices

using a single transceiver. Compared with prior art, our protocol eliminates in-

band and out-of-band control signaling, increases spatial channel reuse, and thus

achieves significant higher throughput and lowers delay. Furthermore, we inves-

tigate DoS attacks launched against the channel access mechanism. We focus on

reactive jamming attacks and show that most MMAC protocols are vulnerable to

low-effort jamming due to the utilization of a default control channel. We extend

our proposed MMAC protocol to combat jamming by implementing cryptographic

interleaving at the PHY-layer, random channel switching, and switching according

to cryptographically protected channel priority lists. Our results demonstrate that

under high load conditions, the new protocol maintains communications despite the

jammer’s effort. Extensive simulations and experiments are conducted to evaluate

the impact of the considered misbehaviors on network performance, and verify the

validity of the proposed mechanisms.
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CHAPTER 1

INTRODUCTION

1.1 Background

Wireless services have become an indispensable part of our social, economic, and

everyday activities. They have facilitated and continue to facilitate rapid access to

information and have created a highly-interconnected web of users that is untethered

to particular locations. In fact, it is expected that in the very near future, the

number of users that access the Internet through their mobile devices will surpass

the number of users that access the Internet from the fixed infrastructure [1]. Aside

from mobile Internet access, wireless technologies enable many critical applications

such as emergency response, healthcare and implantable medical devices, industrial

automation, tactical communications, transportation networks, smart grids, smart

homes, navigation, weather services, and many others.

The proliferation and wealth of wireless applications has created a soaring de-

mand for ubiquitous broadband wireless access. This demand is further fueled by

the richness of the information accessed by users. Low-bit rate voice communica-

tions and text have been replaced with graphics, high-definition video, multi-player

gaming, and social networking. Meeting the growing traffic demand poses many

challenges due to the spectrum scarcity, the cost of deploying additional infrastruc-

ture, and the coexistence of several competing technologies. These challenges can

be addressed by developing novel wireless technologies, which can efficiently and

securely manage multi-user access to the wireless medium. The multi-user access

problem deals with the sharing of the wireless resource among contending users in

an efficient, secure, and scalable manner. An example of multi-user access for an

infrastructure network is shown in Figure 1.1. Six terminals compete for access to

the same base station over the same spectrum.
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BS

Figure 1.1: Multiple users share access to an infrastructure based network.

To alleviate contention and interference among the users, contemporary wireless

technologies divide the available spectrum to multiple orthogonal frequency bands

(channels) [2–5]. The availability of multiple channels has been demonstrated to

substantially improve the performance and reliability of wireless networks by alle-

viating contention and interference [6–9]. Multi-channel networks, whether cellular,

sensor, mesh, cognitive radio, or heterogeneous ones, can potentially achieve higher

throughput and lower delay compared to single-channel networks. Typically, ac-

cess coordination among multiple users can be classified into two categories: (a)

contention-free methods (e.g., FDMA, TDMA, CDMA [14]) and (b) contention-

based methods, (e.g., Aloha, slotted Aloha, CSMA [15]). Contention-free MAC

protocols allocate the spectrum resource in a deterministic manner. Therefore, they

are more suitable for wireless applications with predicable traffic demands. On the

other hand, contention-based methods rely on user coordination for accessing the

available channels on an on-demand basis. Such access mechanisms improve the

spectrum efficiency when traffic demands vary significantly.

In an ideal scenario, we are interested in using N channels to improve the

throughput of a single channel network by a factor of N . However, the gains from

the existence of non-interfering channels are contingent upon the efficient and se-

cure coordination of channel access. Typically, this coordination is implemented
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at the medium access control (MAC) layer using a multi-channel MAC (MMAC)

protocol [7,10–13]. MMAC protocols are significantly more sophisticated than their

single-channel counterparts, due to the additional operations of destination discov-

ery, contention management across channels, and load balancing. To cope with these

challenges, a significant body of research has been devoted to designing throughput-

efficient MMAC protocols [7,8,10–13,16–18]. However, there are several limitations

exhibited on prior art.

First, most existing MMAC designs assume that participating terminals are

protocol-compliant. However, selfish terminals can manipulate protocol parame-

ters in order to gain access to a disproportional amount of bandwidth relative to

well-behaved ones. The misbehaving terminals can gain a significant performance

advantage, even if they do not violate the protocol specifications. Mechanisms for

detecting and mitigating selfish misbehaviors are therefore necessary to secure the

MMAC protocols.

Second, to facilitate the channel access coordination, the majority of existing

MMAC protocols negotiate channel assignment every few frame transmissions over

a default control channel [8,16,19–23]. From a spectral-efficiency point of view, the

usage of control channels lowers spectrum utilization as typically no data transmis-

sions are allowed on the control channels. It could be the case that all the data

channels become saturated while the control channels remain underutilized. From

a security point of view, convergence on a preassigned control channel constitutes

a single point of failure. An adversary can severely degrade the network perfor-

mance by launching a Denial of Service (DoS) attack on the control channel, thus

negating any gain due to the availability of multiple data channels. One of the

most effective DoS attacks is the jamming of the wireless medium. In this attack,

an adversary interferes with the set of frequency bands used for communication by

transmitting a continuous jamming signal [24], or several short jamming pulses [25].

Control channel jamming is particularly devastating for wireless networks due to

their cooperative nature.

In this dissertation, we improve the security and spectral efficiency of distributed
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MMAC protocols. We develop several communication mechanisms/protocols that

protect distributed multi-channel access process in a spectral efficient manner. Our

main contributions are outlined in the following subsection.

1.2 Main Contributions

1.2.1 Detection and Mitigation of Selfish Misbehavior in Multi-Channel MAC Pro-

tocols

We analyze selfish misbehavior in distributed MMAC protocols. We identify misbe-

havior strategies for popular classes of MMAC protocols and develop corresponding

detection and mitigation mechanisms to alleviate their impact on performance and

fairness. We show that selfish terminals can isolate frequency bands for exclusive use

without violating the protocol specifications. We develop corresponding detection

and mitigation strategies that practically eliminate the throughput gains due to mis-

behavior. We validate our results via extensive packet-level simulations for varying

traffic load scenarios. Moreover, we identify the vulnerabilities of MMAC protocols

specifically designed for CRNs, exploited by selfish/malicious cognitive radio users

(CRs). Possible countermeasures for detecting and mitigating these vulnerabilities

are also discussed.

1.2.2 Spectrally-Efficient Medium Access without Control Channels

Aside from selfish misbehaviors, medium access in multi-channel networks also faces

other security vulnerabilities. In particular, networks deployed in hostile environ-

ments are susceptible to DoS attacks by adversaries targeting the functionality of

the control channel [26–28]. This is due to the fact that to coordinate parallel

transmissions across channels without interference, most existing MMAC protocols

require channel assignments between the communicating pairs prior to their actual

data transmissions. The channel assignments are typically negotiated over a default

control channel [8, 10, 16, 19, 20, 22, 23], which in turn constitutes a single point of

failure. If the adversary is successful, transmissions will be prevented on the en-
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tire available spectrum even if other frequency bands are still operational. One of

the most effective ways for denying access to the control channel is by jamming

it. In multi-channel wireless networks without centralized control, control channel

jamming is particularly devastating due to their cooperative nature.

Based on the above analysis, to design a secure yet spectrally-efficient MMAC

protocol, several critical factors must be taken into consideration. First, the use of

dedicated control channels should be avoided for both security and spectrum effi-

ciency reasons. Second, low-overhead mechanisms must be employed at the senders

to discover the resident channels of their respective destinations. The delay for des-

tination discovery should be minimized in order to achieve better spectrum utiliza-

tion. Third, parallel transmissions must be efficiently distributed over all available

channels to balance the traffic load and alleviate contention/congestion.

We design a protocol called FD-MMAC that exploits recent advances in full-

duplex (FD) communications to coordinate channel access in a distributed manner.

Compared to prior MMAC designs, our protocol eliminates the use of dedicated

in-band or out-of-band control channels for resolving contention, discovering the

resident channel of destinations, and performing load balancing. The elimination

of the control channel improves spectral efficiency and alleviates DoS attacks that

specifically target the exchange of control information. Moreover, FD-MMAC en-

ables the operation of multi-channel exposed terminals. To achieve these goals,

we integrate an advanced suite of PHY-layer techniques, including self interference

suppression, error vector magnitude and received power measurements, and sig-

nal correlation. We validate the proposed PHY-layer techniques on the NI USRP

testbed. Furthermore, we theoretically analyze the throughput performance of FD-

MMAC and verify our analysis via packet level simulations. Our results show that

FD-MMAC achieves significantly higher throughput compared with prior art.
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1.2.3 Jamming-Resistant Medium Access Control in Multi-Channel Wireless Net-

works

We analyze the jamming attacks against distributed MMAC protocols in multi-

channel wireless networks. We define a comprehensive reactive jamming model for

the multi-channel domain, based on the cross-layer consideration of the PHY and

MAC layers. We show that most MMAC protocols are vulnerable to low-effort

jamming attacks due to the utilization of a default control channel for medium

access coordination. We further extend our proposed FD-MMAC protocol to com-

bat jamming. The FD-MMAC protocol enables autonomous destination discovery

without convergence to a default control channel. Each terminal switches inde-

pendently between channels based on its own channel state view (idle/busy) and

cryptographically-protected priority channel lists. This coordination differs from

classical frequency hopping systems because it does not rely on pre-agreed hopping

sequences, but is adaptive to the individual channel conditions. We evaluate the

performance of FD-MMAC under the reactive jamming attacks through extensive

packet-level simulations.

1.3 Dissertation Organization

The remainder of the dissertation is organized as follows. In Chapter 2, we discuss

related works. In Chapter 3, we identify selfish misbehavior strategies for existing

MMAC protocols, and present our schemes for detecting and mitigating the im-

pact of the considered misbehaviors. In Chapter 4, we propose a spectrally-efficient

MMAC protocol based on full-duplex communications that does not rely on a com-

mon control channel. In Chapter 5, we analyze the anti-jamming properties of the

MMAC protocol proposed in Chapter 4, and explore possible improvements on the

protocol to combat jamming. Finally, Chapter 6 summarizes the contributions of

this dissertation and suggests several topics for future research.
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CHAPTER 2

RELATED WORK

2.1 MAC-layer Misbehavior in Single-Channel Wireless Networks

Contention-based medium access control is primarily mediated using the CSMA

family of protocols [2–4,29]. In CSMA, a terminal A with outgoing frames first senses

the status of the shared medium before attempting to transmit. If a carrier is sensed

which indicates the medium to be busy, A waits for the transmission in progress to

finish before initiating its own transmission. If no carrier is sensed, A immediately

transmits a frame on the medium. To overcome the hidden terminal problem in

wireless networks [30], collision avoidance (CA) mechanism based on RTS/CTS

(Request-to-Send/Clear-to-Send) handshaking is implemented in conjunction with

CSMA. The most well-known MAC protocol based on CSMA/CA is the Distributed

Coordination Function (DCF) in IEEE 802.11 family standards.

In DCF, terminals reserve the channel for data transmission by exchanging

RTS/CTS messages with respective destination terminals. A sender with outgoing

data frames in its transmission queue first initiates an RTS frame to the destina-

tion. Upon detection of the RTS frame, the destination replies to sender with a

CTS frame if it is available for reception. Both RTS and CTS frames include the

NAV (Network Allocation Vector) values, indicating the expected duration for which

the channel will be occupied. Neighboring terminals overhearing these frames defer

their transmissions for the duration specified by the NAV values. The operation

stages of DCF are shown in Figure 2.1. In the depicted scenario, terminal A wants

to transmit a data frame to terminal B, while C and D are neighbors of A and B

respectively. To avoid collisions in virtual carrier sensing stage, a random backoff

procedure based on CSMA/CA is incorporated before A sending its RTS frame to

B. Once A successfully decoding the CTS from B, A starts to transmit the data
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frame to B. B finally replies to A an acknowledge (ACK) frame to indicate the

successful reception of the data frame.

RTS

CTS

A B D

A

B

backoff

C

C

D

DATA

ACK

NAV

NAV

Time

Figure 2.1: Operations of IEEE 802.11 DCF.

Previous work on MAC-layer misbehavior has focused on the IEEE 802.xx fam-

ily of protocols (primarily IEEE 802.11) [31–38]. Kyasanur and Vaidya showed that

misbehaving terminals that violate the CSMA/CA backoff rules of IEEE 802.11 by

systematically selecting small backoff values, achieve significantly higher through-

put compared to protocol-compliant terminals [31]. This misbehavior strategy can

be illustrated using Figure 2.2. Assume that terminals M and C have data frames

destined for B and D respectively. All four terminals are within the same collision

domain, and thus M and C need to contend for accessing the single available chan-

nel. M misbehaves by selecting a zero backoff value every time before initiating its

RTS to B. As a result, the channel is solely occupied by M as C always overhears

M ’s RTS during its backoff period and thus defers from transmission. To mitigate

such misbehavior, the authors proposed the assignment of the backoff value to a

sender by a corresponding receiver, who then monitors the sender’s compliance. If

the sender deviates from the assigned value, it is penalized by the assignment of

a larger backoff value. This solution is more suitable for infrastructure-based net-

works where a trusted access point assigns backoff values to possibly selfish clients.

Moreover, it does not directly apply to multi-channel networks where the monitor-

ing and monitored terminals can reside in different channels. For example, consider
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terminal A being assigned a backoff value after communicating with receiver B over

channel f1. If A switches to channel f2 to communicate with terminal C for its next

transmission, terminal B can no longer monitor A’s behavior.

M B
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CTS
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B

C

D

DATA
1
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Time

ACK
1

RTS
2
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DATA
2

ACK
2

backoffbackoff f NAV

Figure 2.2: Selfish misbehavior that manipulates the backoff rule in 802.11 DCF.

Cardenas et al. proposed a mechanism for detecting backoff manipulation under

collusion by devising statistical tests for the mean and entropy of the backoff value

distribution [39]. Raya et al. proposed a system called DOMINO that employs a

series of statistical detection mechanisms at a trusted access point [32]. A common

implicit assumption for [31, 32, 39] is that nearby terminals can infer the backoff

values followed by their neighbors via overhearing. This is not easily achieved when

transmissions are distributed over multiple channels.

The impact of MAC layer misbehavior in single channel networks was studied

using game-theoretic formulations in [36–38,40]. In such formulations, each terminal

was modeled as a selfish player who aims at maximizing its own throughput (utility),

by manipulating the 802.11 parameters (e.g., setting the CW to a low value). By

modeling the selfish misbehavior as a static game [36, 37], two families of Nash

equilibria were characterized. In the first family, all players receive zero throughput

and it always results in a network collapse. This is because players aggressively

select low backoff values, leading to perpetual collisions. In the second family, one
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player receives a non-zero throughput while the rest receive zero throughput. This

provides incentives for misbehaving terminals to cooperate with others. Dynamic

games were also used to model selfish misbehavior in the backoff mechanism of

802.11 [36–38]. Based on this model, misbehavior was addressed by developing

detection and punishment techniques. Upon detecting a misbehaving terminal, other

terminals penalize it by either selectively jamming its packets [36], or using more

aggressive 802.11 parameter configurations [38]. Several works have studied the

MAC performance when power control is applied at both selfish and malicious nodes

[40, 41]. The terminal behavior has been modeled after one-stage Bayesian games

and dynamic repeated games. Finally, game theory inspired protocols have been

used to optimize MAC layer throughput in non-adversarial settings [42,43].

Gupta et al. investigated the effects of DoS attacks at the MAC layer [34]. They

showed via simulations that maintaining fairness can help mitigate the effects of

such attacks. Zhou et al. proposed countermeasures for MAC layer DoS attacks

under colluding adversaries [35]. Guang et al. proposed a system called DREAM

that mitigates the effects of frequent timeout of MAC frames at the sender or the

receiver [33].

2.2 MAC-layer Protocols for Multi-Channel Wireless Networks

When there are multiple channels available, new MAC protocols are needed as

control information exchange is necessary to make channel assignment. Current

MMAC protocols for devices equipped with half-duplex transceivers can be classified

into three categories: (a) split-phase (SP-MMAC) [8, 16, 23, 44, 45], (b) dedicated

control channel (DCC-MMAC) [7,9–12,17,46], and (c) rendezvous [6, 18,47].

2.2.1 Split-phase

The idea of splitting time into multiple phases to facilitate MAC operations was first

explored in MAC protocols proposed for the single-channel domain [44,45]. Acharya

et al. proposed the MACA-P protocol which enables simultaneous transmissions in
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multi-hop wireless ad hoc networks [44]. In MACA-P, transmissions can proceed in

parallel as long as a transmitter and a receiver operating concurrently are not located

within the same collision domain. To coordinate parallel transmissions, a control

gap (control phase) is scheduled between the RTS/CTS exchange and subsequent

DATA/ACK exchange of the terminal pair first seizing the channel. During the

control phase, qualified neighboring pairs exchange RTS/CTS packets to reserve

the channel for concurrent transmissions to and synchronize the upcoming data

transmissions with the first pair.

Muqattash et al. [45] further improved the throughput of single-channel MAC

protocols by enabling parallel transmissions over the same channel and collision

domain. They proposed a single-channel MAC protocol named POWMAC which

follows the split-phase design, similar to the MACA-P protocol. However, unlike

MACA-P protocol, POWMAC allows simultaneous transmissions in the vicinity of

a receiver even if the transmissions cause some limited interference to that receiver.

By adjusting the power of transmitters operating around a receiver, the interference

at that receiver is controlled. Information on the power bounds to be followed

by nearby transmitters is embedded on CTS packets. Simultaneous transmissions

by nearby terminals are negotiated during an access window (control phase). The

length of the access window is dynamically adjusted based on localized information

to accommodate the competing terminals.

In the multi-channel domain, MMACs following the split-phase design (SP-

MMACs) usually divide time to alternating control and data phases [8,16,23,48,49].

During the control phase, all terminals converge to a default channel to negotiate the

channel assignment for the upcoming data phase using a variant of the Distributed

Coordinated Function (DCF) of IEEE 802.11. In the data phase, terminals switch

to the negotiated channels to perform data transmissions. So et al. proposed an

MMAC protocol that addresses the multi-channel hidden terminal problem [8].

When a terminal has a frame for transmission, it initializes a backoff counter to

a random value within [0, cw0], where cw0 denotes the minimum contention window

(CW) in slots. For every elapsed idle slot, the sender decrements its backoff counter
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by one unit, while the counter remains frozen when slots are sensed to be busy.

When the backoff counter becomes zero, the sender transmits an Ad hoc Traffic

Indication Message (ATIM), used as a communication request for the desired desti-

nation terminal. If a collision is detected (based on the timeout of an ATIM-ACK),

the sender chooses a new backoff value from [0, cw1], where cw1 = 2cw0. The CW

is doubled with every consecutive collision up to cwmax, and is reset to cw0 after a

success.

If the ATIM transmission is successful, the destination selects a channel for

the upcoming data phase and replies with an ATIM-ACK. The sender confirms

the reservation by broadcasting an ATIM-RES frame that echoes the destination’s

channel selection. This channel selection is made according to a Preferable Channel

List (PCL) individually maintained by each terminal. Typically in SP-MMAC, the

PCL records the priority of every channel perceived by a particular terminal. At

the beginning of each control phase, the priority of every channel is set to medium

(MID). A terminal i promotes the priority of channel fj to HIGH if it reserves

fj for the following data phase, and demotes the priority of fj to LOW if fj is

reserved by any other terminal. The priority of a channel can be demoted multiple

times (indicated by an associated counter) if multiple reservations are placed on the

same channel. The channel with the highest priority according to the sender’s and

receiver’s PCL lists is selected, with the receiver’s PCL having a higher priority than

the sender’s (ties are resolved arbitrarily). Channel access during the data phase is

contention-based using the DCF function, as it is possible that the same channel is

selected by multiple communicating pairs.

The stages of MMAC are shown in Figure 2.3. A set of six terminals located

within the same collision domain share three channels. Terminals A, B, and C have

data frames for terminals D, E, and F , respectively. During the control phase,

terminal C completes a negotiation with F by reserving f1. Terminals A, B, D, and

E lower the priority of f1 to LOW, while terminals C and F promote the priority of

f1 to HIGH. At subsequent negotiations, pairs A-D and B-E choose channels f2 and

f3, respectively. During the data phase, all pairs engage in parallel transmissions.
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Figure 2.3: Channel negotiation process in MMAC [8]. Within parenthesis, we
indicate the channel selection included with each frame.

Chen et al. proposed MAP [23] which extends MMAC to an adjustable data

phase according to the number of successful negotiations during the control phase.

Zhang et al. proposed TMMAC [16], a TDMA based multi-channel MAC protocol

with a split-phase design. Unlike MMAC and MAP, in TMMAC the control phase

is also dynamically adjusted to accommodate varying traffic loads. Additionally,

TMMAC not only allows terminals to reserve channels as in [8, 23], it also allows

terminals to reserve both channels and corresponding time slots in data phase based

on TDMA technique. Chen et al. [49] proposed a traffic aware MMAC protocol

(TAMMAC) which adopts a similar design as [8], with the exception that both the

control and data phase durations can be dynamically adjusted according to traffic

load. A terminal is allowed to request an increase or decrease on the control phase

duration to its neighbors once per time interval when one of the adjustment rules

is satisfied. Moreover, a terminal is allowed to initiate multiple negotiations to

different destinations in a time interval and extend its data transmission to next

time interval if needed.

Incel et al. [48] proposed a schedule-based MMAC protocol named MC-LMAC

for wireless sensor networks based on a single radio equipped on each sensor node.

In MC-LMAC, time is slotted and each timeslot consists of a common frequency

(CF) period, a control message (CM) period, and a data transmission (DATA)

period. To transmit, a sender first selects a timeslot together with a channel and

notifies corresponding receiver during the CF period over a common channel. All
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sensor nodes listen to the common channel during CF period in order to be informed

about intended transmissions. Upon hearing the invitation from sender, the receiver

switches to the sender’s channel for communication. The sender then transmits

control messages followed by the data frame. MC-LMAC minimizes collisions and

achieves high throughput by scheduling parallel interference and contention free

transmissions over multiple channels.

Multi-channel hidden terminal problem: The multi-channel hidden ter-

minal problem can be described using the topology of Figure 2.4. Let terminals

A and B reside on channel f1, while terminal C resides on f2. Topologically, C is

a hidden terminal to A. Assume that A performs an RTS-CTS exchange over f1

before communicating frame PA to B. Let the transmission of PA start at time t0

and terminate at t1. Assume that C switches to f1 at t2 with t0 < t2 < t1. Because

t2 > t0, terminal C will not overhear CTSB. Moreover, the transmission of PA is

ongoing when C switches to f1. At time t3 < t1, terminal C causes a collision at B.

SP-MMAC protocols avoid multi-channel hidden terminals by performing chan-

nel negotiations on a default control channel during the control phase. However, no

data transmissions take place during this phase, thus decreasing the overall spec-

tral efficiency. The control phase can be considerably long under high-contention

conditions.
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Figure 2.4: The multi-channel hidden terminal problem.
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2.2.2 Dedicated Control Channel

In DCC-MMAC designs, one of the available channels is exclusively reserved for ex-

changing control messages [7,9–12,17,46], while the rest are solely for data transmis-

sions. Several protocols operate under the assumption that terminals are equipped

with at least two transceivers, one of which is constantly tuned to the control chan-

nel [7,9,10,13,46,50]. Typically, access to data channels are also reservation based,

similar to SP-MMAC. On the control channel, terminals with outgoing frames con-

tend to reserve data channels for transmissions with their respective destinations

using control transceivers. Upon a successful negotiation, both sender and receiver

tune their data transceivers to the reserved channel and perform data transmissions.

Terminals monitor the traffic on the control channel all the time in order to keep

track of the usage status of data channels.

Wu et al. proposed a dynamic channel assignment (DCA) protocol [9] which

relies on a dedicated control channel to perform on-demand channel assignment.

Because one radio transceiver is always tuned to the control channel, all terminals

within the same collision domain overhear the channel assignments. In DCA, each

terminal keeps record of the time period during which each data channel is expected

to be occupied. Here we use the same terminology for control frames as SP-MMAC

to illustrate operation stages of DCA using Figure 2.5 (a). In the considered scenario,

six terminals A−F located within same collision domain share access to one control

channel and three data channels f1, f2, and f3. Terminals A, C, E have data frames

for terminals B, D, F , respectively. Suppose that A captures the control channel

first after proper backoff. Before sending an ATIM frame, A prioritizes channels

based on their expected release time and builds a list of idle channels. Denote the

ordered idle channel list by PCLA. Since all three data channels are idle at the

beginning, PCLA contains f1, f2, f3 with same priority 0 (0 is deemed as highest

priority). A then transmits an ATIM frame to B with PCLA included. Upon

receiving the ATIM, B builds PCLB in the same way, compares it with PCLA, and

selects a channel idle for both sides. If multiple channels are available, the one with
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the highest priority according to both PCL lists is selected, with PCLB having a

higher priority (ties are broken arbitrarily). Since PCLB is equal to PCLA at this

time, B randomly selects a channel to use, say f2. B then notifies A about the

selected channel f2 by replying with an ATIM-ACK frame. The ATIM-ACK frame

also notifies the reservation on f2 to neighboring terminals of B. Once receiving the

ATIM-ACK from B, A transmits an ATIM-RES frame also indicating channel f2.

The purpose of ATIM-RES is to positively confirm the channel selection at B, as

well as to notify A’s neighbors about the reservation on f2. At the same time, A and

B both tune their data transceivers to f2 and start to perform data transmission.

Other terminals update the reservation status for the reserved channel f2. In case

no common channel is available, B rejects A’s request by sending back a rejection

frame, including the minimum estimated waiting time before a data channel will

be released. A can then retry after at least this waiting time. Following the same

procedure, communicating pairs E−F and C−D complete their data transmissions

respectively after successful channel negotiations on the control channel. The PCL

updating process at terminal C is shown in Figure 2.5 (b). C timely updates the

expected release times for channels and re-prioritizes them accordingly every time

it overhears a reservation for a particular channel. After detecting the first channel

negotiation between A−B reserving f2, f2’s priority becomes the lowest at C as it

now has the latest release time. Shortly after E − F reserves f1, C further adjust

its PCL table by ordering channel priority as f3 > f2 > f1, where f1 is assigned

the least priority (a priority of 2) due to its latest release time. Upon C finally

completes its own channel reservation with D, the three channels are reordered as

f2 > f1 > f3. Other terminals update their PCL lists following the same procedure.

Instead of prioritizing channels based on their release times, terminals can also

measure and maintain other relevant information for each data channel, such as

signal to interference-plus-noise ratio (SINR), for channel selection purpose. As an

example, when channel reuse is taken into consideration [19], each terminal main-

tains a separate channel reuse index for data channels which participates in building

the PCL together with the release time. It is worth to notice that channels do not
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Figure 2.5: (a) Operation stages of DCA [9], (b) PCL update at terminal C.

necessarily to be idle in order to be reserved at the time of negotiation. The PCL

lists can simply include all data channels and more complicated rules may be em-

ployed to prioritize channels. In case a busy channel is selected, the communicating

pair waits until it becomes idle and contends to use it following CSMA/CA like

mechanism. Jain et al. [46] proposed a receiver-based channel selection (RBCS)

scheme, which makes use of receiver-side channel state information to select the

best channel at the sender.

DCC-MMAC can also be built based on a single transceiver [7,12,17,51–53]. Shi

et al. proposed an asynchronous protocol called AMCP which aims at mitigating the

coordination problems that lead to flow starvation [17]. In AMCP, terminals contend

to make channel reservations on the control channel, and once the sender and receiver

reserve a channel, they switch to that channel to transmit a data frame. In [7], Luo

et al. proposed a single-radio protocol named CAM-MAC which allows neighboring

terminals to share information about channel conflicts and deaf terminals. Wang
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et al. proposed CMDMAC for multi-channel directional ad hoc networks where

neighbors of both sender and receiver act as cooperators to avoid deafness and

hidden terminal problems [12]. In CMDMAC, link establishment negotiations are

performed on control channel omni-directionally, while data frames are transmitted

and received directionally on data channels. Wang et al. [53] proposed a distributed

DCC-based MMAC protocol for CRNs by exploiting the “dual -receive” feature

of a single half-duplex transceiver. The proposed protocol maximizes throughput

by allowing as many simultaneous transmissions as possible while addressing the

transmitter deafness problem. Moreover, it performs channel and rate assignment

as well as power control to minimize energy consumption. Cross-layer framework

for supporting adaptive load control is also proposed based on the proposed MAC

protocol.

There are also DCC-MMAC designs in which channel reservation/assignment is

not necessary prior to data transmissions. Almotairi et al. proposed an MMAC

protocol with hopping reservation (MMAC-HR) [10] which is capable of solving the

multi-channel exposed terminal problem. In MMAC-HR, one transceiver is fixed to

the control channel, while the other one hops between data channels according to its

hopping sequence. Upon a successful negotiation between a sender-destination pair

on the control channel, the sender switches to the destination’s residing channel and

follows its hopping sequence to perform data transmission. Unlike DCA, MMAC-

HR employs contention resolving mechanism on both control and data channels to

avoid collisions. Such protocol can be considered as a hybrid design of dedicated

control channel and frequency hopping. In this dissertation, we will focus the chan-

nel reservation/assignment based DCC-MMAC protocols and simply refer them to

DCC-MMACs.

In DCC-MMAC protocols, because one radio is always tuned to the DCC, multi-

channel hidden terminals are avoided. However, the use of one extra radio increases

the device cost. Moreover, the spectral efficiency is decreased due to the dedication

of one channel for signaling. The capacity of this channel becomes the performance

bottleneck in high-contention scenarios. In addition, from a security standpoint, the
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control channel constitutes a single point of failure [54,55]. An adversary launching

a denial-of-service (DoS) attack on the control channel effectively denies communi-

cation on all channels. Compared to the SP-MMAC design, time synchronization is

not required for DCC-MMAC. Moreover, channels do not remain idle during channel

negotiation as in SP-MMACs.

2.2.3 Rendezvous Protocols

In rendezvous protocols, terminals hop between the available channels according

to predefined sequences [6, 18, 47, 56, 57]. These sequences are designed to enable

the sender-destination rendezvous within a fixed time period. In [47, 56], inactive

hosts follow a common predefined sequence. Any pair of terminals wanting to com-

municate, agree on a private sequence and rejoin the common sequence after the

transmission is completed. In parallel rendezvous designs [6, 57], terminals do not

converge to a common sequence but follow a unique one called the home sequence.

When two sequences overlap, which is guaranteed by design, the receiver shares

its seed with the sender and the two synchronously hop until the transmission is

terminated. Almotairi et al. proposed a parallel rendezvous based Dynamic Switch-

ing Protocol (DSP). Each terminal maintains two hopping sequences on its two

transceivers respectively: fast hopping sequence and slow hopping sequence. The

former one is dedicated for transmission, the latter one is periodically broadcasted

and dedicated for reception. To communicate, sender deviates its fast hopping

transceiver to follow the destination’s slow hopping sequence, and transmits data

frames using legacy IEEE 802.11 MAC strategies. Rendezvous protocols do not

address the multi-channel hidden terminal problem.

While the above works only focus on the validity and efficiency of channel ac-

cess protocols suitable for multi-channel networks, few efforts have been devoted

to the security aspects of such protocols. Additionally, existing MMAC designs do

not explicitly address the multi-channel exposed terminal problem where exposed

terminals lose transmission opportunities when switching to a busy channel in the

middle of a data transmission. Referring to the topology of Figure 2.4, assume that
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B transmits a data frame to A on f1 starting at t0. Terminal C switches to f1 at

t2 with t0 < t2 < t1. C senses the channel busy and defers from transmission, thus

losing an opportunity to transmit concurrently with B.

2.3 MAC-layer Protocols for Cognitive Radio Networks

2.3.1 Operations of Cognitive Radio Networks

Cognitive Radio (CR) is a promising enabling technology for realizing opportunistic

spectrum access. In cognitive radio networks (CRNs), network users are classified to

primary if they are licensed to operate on a particular band, and secondary if they

can only access that band when it is free of primary user (PU) activity. CR devices

are capable of sensing and coordinating access to the idle portion of the spectrum,

while not interfering with PU activity. A general CR system model is depicted in

Figure 2.6. The basic functions of a CR system include spectrum sensing, spectrum

management, and spectrum access. In spectrum sensing, CRs use signal detection

techniques such as energy detection, matched filtering, and cyclostationary feature

detection to independently determine the set of idle channels. To combat errors due

to shadowing and fading, cooperative sensing is employed. CRs share their sensing

observations using explicit messaging over a control channel or by transmitting busy

tones on pre-specified frequencies. The sensing observations are fused to reliably

determine the idle portion of the spectrum. Information fusion is either centralized

or decentralized and the decision rules are based on soft or hard decision combining.

The spectrum management function allocates the idle spectrum to competing

CRs. Spectrum allocation can be centrally performed by the fusion center or be

coordinated in a distributed manner. Finally, spectrum access is mediated at the

Medium Access Control (MAC) layer, which is designed to dynamically allocate the

set of idle channels among CRs. To this end, several CR MAC designs that manage

access to idle channels have been proposed [58–62]. Typically, these designs inte-

grate the functions of spectrum sensing, spectrum information sharing and spectrum

access.
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Figure 2.6: A general CR system model.

2.3.2 Cognitive Radio MAC Protocol Designs

The MAC-layer protocols for CRNs (referred to as CR-MAC protocols) can be

categorized based on different criteria. For instance, Salameh et al. [63] classify

distributed spectrum access mechanisms in multi-hop CRNs based on the employed

radio technology (e.g. number of available transceivers and number of simultane-

ously supported operating channels) and the channel-occupancy model. In this dis-

sertation, we use the same criteria as in Section 2.2 and classify CR-MAC protocols

into three categories.

Split-phase CR-MAC Protocols

In split-phase CR-MAC protocols, time is divided to alternating control and data

phases. CRs coordinate access to the idle channels during a control phase, before

engaging to data transmissions [58, 59]. The control phase is further divided to a

spectrum sensing, spectrum information sharing, and channel negotiation phase.

During the spectrum sensing phase, CRs individually sense the set of idle channels.

The sensing observations are shared during the spectrum information sharing phase

by converging to a common control channel. The control phase is completed with

the channel negotiations for the upcoming data phase. In the data phase, CRs

switch to the agreed channels.

In MMAC-CR [58], sensing information is shared by transmitting busy tones.

The spectrum information sharing phase is divided to a fixed number of slots 1,...,k,
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Figure 2.7: (a) A split-phase CR-MAC. During the control phase, CRs sense for
idle channels and share their sensing observations by transmitting busy tones on
dedicated time slots. CRs negotiate the spectrum allocation for the upcoming data
phase. In the data phase, CRs switch to the negotiated channels. In-band sensing is
performed to avoid interference with PUs, (b) a dedicated control channel CR-MAC.
CRs perform spectrum sensing, information sharing, and channel negotiations on a
dedicated band while engaging in data transmissions on other bands.
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equal to the number of potentially available bands f1,...,fk. If any of the CRs

transmits a busy tone at slot i, channel fi is assumed to be occupied by a PU. CRs

then negotiate the channel assignment among PU activity free channels, in a way

similar to the MMAC protocol [8]. Figure 2.7(a), depicts all stages of MMAC-CR

for four CRs A-D and three channels f1-f3. During the spectrum sensing phase, CRs

A-D determine that f2 is occupied by a PU. In the spectrum information sharing

phase, CRs transmit a busy tone in slot 2 to indicate that f2 is occupied. In the

channel negotiation phase, CR B performs a channel negotiation with destination

D and selects f1 for the upcoming data phase. Similarly, pair A-C selects f3.

During the data phase, pairs B-D and A-C switch to their selected channels to

exchange data. Because a PU may appear at any channel during the data phase,

the latter incorporates a periodic quiet period (QP) during which CRs perform in-

band sensing. If a PU is detected, CRs abandon the current channel by switching

to a back-up one.

Dedicated Control Channel CR-MAC Protocols

Several CR-MAC protocols follow a DCC design [51, 52, 60, 61, 64]. In DCC CR

MACs one transceiver is continuously tuned to an the control channel [60, 61]. As

illustrated in Figure 2.7(b), spectrum sensing, sharing, and channel negotiations

are performed over the DCC, while data transmissions take place over the data

channels. These functions are performed in a manner similar to a split-phase design

with the exception of executing the control and data phases in parallel rather than

sequentially.

In [60], the channel negotiation phase culminates to a single CR gaining ac-

cess on the entire idle portion of the spectrum. Idle channels are merged using

bonding/aggregating technology. The authors in [61] proposed the DOSS CR-MAC

protocol for managing access to the idle portion of the spectrum. In DOSS, data

channels occupied by CRs are indicated by continuously transmitting a busy tone

on a corresponding narrowband channel. Any CR detecting a busy tone on a given

busy tone channel will defer from transmission on the corresponding data channel.
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In [64], an asynchronous DCC-based CR-MAC protocol named COMAC is proposed.

COMAC enables CRs to gain dynamic access to the idle portion of the spectrum,

while limiting interference to PRs. The latter is achieved based on stochastic PR-

to-PR and PR-to-CR interference models rather than predetermined power masks.

COMAC employs a contention-based handshaking mechanism on the DCC to allow

control information exchange. To allow more concurrent CR transmission oppor-

tunities, the minimum number of channels satisfying the rate demand are assigned

to a CR transmission, while CR-to-PR interference is still statistically bounded.

COMAC providing soft guarantees on the performance of PUs under different CR

traffic loads.

Krunz et al. proposed a distributed CR MAC protocol, where a single transceiver

with “dual receive” capability is considered [51]. To alleviate the multi-channel

hidden-terminal problem, CRs that do not transmit tune one of the receivers to a

DCC. The other receiver could be utilized to receiving data. A cross-layer framework

is further proposed to allow for adaptive load control at individual nodes based on

the local conditions of the control channel and data channels. The proposed scheme

significantly improves the system throughput by alleviating the multi-channel hid-

den terminal problem and transmitter deafness, and allowing joint channel and

transmission rate selection, as well as power control.

Salameh et al. investigated the channel access problem in both single-hop and

multi-hop CRNs [52]. For single-hop CRNs, a distributed MAC protocol named AW-

MAC is proposed, which incorporates a centralized channel assignment algorithm

based on bipartite matching. The channel assignment algorithm aims at maximizing

the total number of simultaneous CR transmissions via power management. The

authors further extended the channel assignment algorithm and proposed an MMAC

protocol named WFC-MAC to coordinate user access to multiple channels in multi-

hop CRNs. In WFC-MAC, CRs negotiate for channel usage on the DCC based

on an individually maintained Free Channel List (FCL) and the extended channel

assignment algorithm. Similar to [51], both AW-MAC and WFC-MAC rely on the

“dual receive” capability of the single transceiver at each CR.
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Frequency Hopping CR-MAC Protocols

In frequency hopping (FH) CR-MAC protocols, CRs hop between the available

channels according to predefined FH sequences (e.g. [62]). These sequences are

unique for every CR, but guaranteed to have a minimum degree of overlap (known as

rendezvous). Once two CRs rendezvous on a given channel, they can exchange data

or agree to synchronously hop for the duration of the data transmission. CRs skip

channels that are occupied by PUs to prevent interference with PU transmissions.

FH CR-MAC protocols differ from their split-phase and dedicated control channel

counterparts in that channel negotiations are not performed in a distributed manner,

but rather follow a deterministic design.

2.4 Jamming Attacks in Wireless Networks

The open nature of wireless medium leaves it vulnerable to intentional interference

attacks, typically referred to as jamming. In the simplest form of jamming, the

adversary interferes with the signal reception by transmitting a continuous jamming

waveform [24], or several short jamming pulses [25]. Typically, jamming attacks

have been analyzed and addressed as a physical layer vulnerability. There are many

different jamming strategies that an adversary can follow to interfere with wireless

communications [65–71].

Constant jamming and random jamming: Based on the interval between

the state of jamming and not jamming, jamming can be classified into constant

jamming and random jamming. Constant jammer continually emits a radio signal

without following any specific protocol. Specifically, the constant jammer does not

wait for the channel to become idle before transmitting [69]. Instead of continuously

sending out radio signal, random jamming alternates between sleeping and jamming.

Reactive jamming: Rather than being continuously active, a jammer with re-

active jamming strategy stays quiet when the channel is idle, but starts transmitting

a radio signal as soon as it senses activity on the channel. Reactive jamming has been

shown to be not only the most difficult to detect, but also the most energy-efficient
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approach [72].

Selective jamming: In selective jamming, the adversary targets specific chan-

nels, packets, nodes, etc., based on their importance in the overall network operation.

As an example, the jammer can target specific packets of high importance. The im-

portant packets can be identified by overhearing the headers of the packets before

the transmission is complete, or by anticipating the transmission of specific packets,

based on protocol semantics.

Countermeasures: Jamming attacks on wireless communications are primar-

ily countered at the physical layer by employing spread spectrum (SS) techniques

such as DSSS and FHSS [73, 74]. Using a secret PN sequence, the transmitted

signal is spread over a large bandwidth to mitigate the impact of narrowband jam-

mers. SS techniques are effective for systems with sufficiently large bandwidth.

Moreover, they are hard to integrate with broadcast communications due to the

one-transmitter multiple receivers synchronization problem and the common PN

code secrecy problem [75–77]. In the latter, the compromise of a single receiver

reveals the commonly-shared PN code, thus rendering any protection offered by SS

ineffective.

The jamming impact on MMAC protocols can be addressed by mitigating

control-channel jamming. In [26], Chan et al. proposed the replication of control

information over multiple control channels according to a binary encoding based

key (BBK) assignment. In [27, 78], the BBK scheme was extended to a probabilis-

tic combinatorial design that provides a graceful degradation in performance as a

function of the number of inside jammers. Alternative methods eliminate the de-

pendency on shared secrets [28,76,77,79,80]. Pöpper et al. proposed a DSSS-based

method called Uncoordinated DSSS (UDSSS) [77]. In UDSSS, broadcast transmis-

sions are spread according to a PN code, randomly selected from a public set of

codes. Receivers must exhaustively apply all codes in the codebook to recover the

broadcast message. Liu et. al. showed that UDSSS is vulnerable to a reactive jam-

mer with sufficient computational power to recover the PN code before the end of

an ongoing transmission [79]. They proposed RD-DSSS, a randomized differential
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DSSS scheme, that expands the public code set and discloses the selected code after

the message transmission has ended, thus providing resilience to reactive jammers.

The computational efficiency of RD-DSSS was further improved in [81] by encoding

the seed of the PN code used to spread a message, at the end of that message. This

delayed seed disclosure prevented a jammer from acquiring the PN code before the

message was fully received. Note that most of the works on control-channel jamming

do not examine the integration with jamming-resistant data communications.

The use of jamming to impact operations in higher layers beyond PHY layer has

been studied in [55,68,82–87]. Chang. et al. describe the vulnerabilities of existing

MAC protocols that rely on centralized control for coordinating channel access.

They proposed SimpleMAC, an SS-based protocol that mitigates the impact of

intelligent jamming launched from inside attackers by restricting access to control

information and hiding the transmitter’s activity strategy. Xu et al. described

several jamming models for single-channel MAC protocols including a constant,

deceptive, random, and reactive jammer. They studied the feasibility of detecting

the jamming presence and proposed slow frequency hopping and spatial retreats to

evade areas affected by jamming [84]. Cross-layer jamming attacks were addressed

by Liu et al. in [85]. The authors proposed an adaptive protocol stack called

SPREAD that countered intelligent jammers targeting multiple layers. SPREAD

avoids single point of failure by switching between a set of protocols across multiple

layers, reducing the adversary’s knowledge about the protocol specifications.

Lin et al. investigated jamming attacks on WLAN protocols and showed that

data frames can be jammed with relatively low jamming effort [83]. They analyzed

the jamming resilience as a function of the ECC capability, interleaving function

and SNR. They proposed a combination of cryptographic interleaving and coding

to shield data transmissions from jamming. Law et al. identified and evaluated

several inside jamming attacks in popular single-channel MAC protocols [82]. Li

et al. proposed a game theoretic approach to optimal jamming and anti-jamming

strategies at the MAC layer [68]. To best of our knowledge, the integration of anti-

jamming techniques with MAC layer protocols has not been thoroughly investigated.
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CHAPTER 3

SELFISH MISBEHAVIOR IN CONTENTION-BASED

MULTI-CHANNEL MAC PROTOCOLS

3.1 Introduction

3.1.1 Motivation

For multi-user wireless systems with dynamic traffic demands, contention-based

channel access protocols have been shown to be superior than schedule-based pro-

tocols. Contention-based MAC protocols such as those employed in 802.xx fam-

ily of protocols, mediate access to the wireless medium in a distributed fashion.

Distributed MMAC protocols are significantly more sophisticated than their single-

channel counterparts. Efficient mechanisms are necessary for discovering the residing

frequency bands of the destinations, distributing parallel transmissions over those

bands, and addressing the multi-channel hidden terminal problem [8].

The performance of distributed MMAC protocols has been characterized an-

alytically and via simulations, assuming that terminals remain protocol-compliant

[6–9,13,16–18,23]. However, selfish terminals can manipulate protocol parameters to

gain access to a disproportional medium share compared to well-behaved terminals.

Unfair sharing of the wireless medium is possible even if the misbehaving terminals

do not violate the protocol specifications. The problem of selfish misbehavior has

been extensively studied in the context of single-channel MAC protocols [31–35].

The majority of prior art has focused on the manipulation of the backoff mecha-

nism of the DCF function, commonly employed to randomize the start of a frame

transmission and avoid collisions [88]. In this misbehavior type, selfish terminals

deliberately select small backoff values to reserve the wireless medium more often

than well-behaved terminals. Common mitigation methods [31,89–98] employ back-
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off monitoring mechanisms to detect and penalize the misbehaving terminals.

However, solutions for single-channel MAC protocols cannot be directly ported

to the multi-channel domain. In MMAC protocols, misbehavior monitoring is com-

plicated due to the concurrent use of multiple channels by multiple terminals. These

channels cannot be continuously and simultaneously monitored. Moreover, MMAC

protocols are designed to allow the uneven distribution of resources to accommodate

varying traffic demands. This can be exploited by misbehaving terminals to acquire

a larger portion of the available resources under high load conditions. To address

these shortcomings, we analyze possible misbehavior strategies for MMAC protocols

and develop detection and mitigation methods.

3.1.2 Main Contributions and Chapter Organization

The contributions of this chapter are as follows:

• We detail possible misbehavior strategies for two popular classes of contention-

based MMAC protocols: the SP-MMACs [8, 16, 23] and the DCC-MMACs

[9, 10, 12, 46]. For each class, we demonstrate two attack types: (a) backoff

manipulation attacks and (b) multi-reservation attacks. The first type relates

to backoff manipulation strategies, adapted to the multi-channel domain. In

the second attack type, selfish terminals place multiple reservations for one or

more channels in order to gain exclusive access to those channels and reduce

contention. We further consider the combination of the two attack types.

• For the SP-MMAC protocol family, we adaptively optimize the multi-

reservation attack to minimize the number of control messages that need to

be transmitted in order to isolate a desired subset of channels. The mini-

mization of the control messages reduces the exposure of selfish terminals to

misbehavior detection.

• To eliminate the throughput gain of selfish behavior, we develop misbehavior

detection and mitigation methods that provide fair access opportunities to all
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contending terminals and rapidly identify selfish ones. Specifically, we design

a backoff value generation and monitoring module which binds each termi-

nal with a publicly available backoff schedule. Deviation from the publicized

schedule leads to the detection of misbehavior. We further modify the channel

assignment and negotiation rules to prevent exclusive channel reservations for

prolonged time periods. Our extensive simulations verify that our methods

effectively mitigate the misbehavior gains and detect misbehaving terminals.

• We identify misbehavior strategies for cognitive radio MMAC protocols. We

categorize the possible misbehavior actions to three classes: (a) attacks on

spectrum sensing, (b) attacks on the channel negotiation process, and (c) DoS

attacks. For each class, we present possible countermeasures.

Chapter Organization: The remainder of this chapter is organized as follows.

In Section 3.2, we formalize the network and adversary models. Section 3.3 details

MMAC misbehaving strategies. We develop methods for mitigating these strategies

in Section 3.4. In Section 3.5, we identify vulnerabilities of CR-MAC protocols

and present possible countermeasures. In Section 3.6, we evaluate the impact of

misbehavior on the network performance and demonstrate the effectiveness of our

mitigation mechanisms. Section 3.7 concludes the chapter.

3.2 Model Assumptions

3.2.1 System Model

We consider a wireless network that operates over a set of orthogonal frequency

bands (channels), denoted by F = {f1, f2, . . . , fn}. Terminals coordinate access to

F using an SP-MMAC or DCC-MMAC protocol. Terminals are equipped with one

or more half-duplex radio transceivers with negligible channel switching delay. As

mandated by the SP-MMAC and DCC-MMAC specifications, the wireless network is

time-synchronized to a common slotted system. Terminals who monitor the behavior

of their neighbors and detect misbehaving ones can submit recommendations to a



46

reputation system [99]. Those terminals with low reputation are eventually removed

from the network via a credential revocation process. The specifics of the reputation

system operation are beyond the scope of the present work. Many such systems have

been proposed and extensively studied in the literature (e.g., [99–103]).

3.2.2 Misbehavior Model

We consider selfish terminals that aim at gaining an unfair share of the available

spectrum by violating the MMAC specifications. Unfairness is measured in terms

of the throughput gains achieved by the misbehaving terminals compared with the

throughput of protocol-compliant terminals. Misbehaving terminals are assumed

to be independently acting (no collusion). Each terminal has access to his own

cryptographic credentials and cannot compromise the credentials of other terminals.

Therefore, a terminal cannot launch impersonation attacks such as Sybil attacks,

where he assumes identities of other terminals [104].

3.3 Misbehavior Strategies

In this section, we identify possible misbehavior strategies for MMAC protocols.

We focus our attention on contention-based protocols such as the DCC-MMAC and

SP-MMAC, which are more efficient under bursty traffic conditions from a large

number of terminals.

3.3.1 Backoff Manipulation Attack (BMA)

Both DCC-MMAC and SP-MMAC protocols are vulnerable to backoff manipulation

attacks (BMAs). In such attacks, selfish terminals systematically select small backoff

values to improve their chances of capturing the medium under contention. When

multiple channels are available, a BMA can also be used to isolate a channel for

exclusive use by the misbehaving terminal.
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BMA on SP-MMAC

In SP-MMAC, terminals converge to a default control channel during the control

phase to negotiate data transmissions for the upcoming data phase. Terminals un-

able to complete a channel negotiation during the control phase must defer from

transmission in the upcoming data phase. A misbehaving terminal M can system-

atically select small backoff values to increase its chances of completing a channel

negotiation, within the allotted control phase period. Following the same misbe-

havior strategy, M can capture a data channel more often during the data phase, if

more than one terminals contend on that channel. The BMA is particularly effective

when the control channel is saturated.

In Figure 3.1(a), we demonstrate the impact of a BMA on SP-MMAC. Similar

to the scenario of Figure 2.3, terminals M , C, and E have data frames for terminals

B, D, and F , respectively. Terminal M immediately transmits an ATIM frame

with the beginning of the control phase and completes a negotiation for channel

f1. Due to the short control phase duration, terminal E is unable to complete a

negotiation with F and hence, E defers its transmission for the following data phase.

Moreover, channel f2 remains idle. In the next control phase, terminal M repeats

its strategy by capturing the control channel immediately after the initiation of the

control phase.

BMA on DCC-MMAC

In DCC-MMAC protocols, data transmissions take place only after a channel nego-

tiation is successfully completed over the DCC. As access to the DCC is contention-

based, misbehaving terminals selecting small backoff values capture the control

channel more frequently than well-behaved terminals, thus performing more fre-

quent data transmissions. Figure 3.1(b) shows the BMA on DCC-MMAC. One of

the three available channels, f1, is dedicated to control traffic. Six terminals within

the same collision domain contend over f1 for placing reservations to f2 and f3.

Terminals M , C and E are assumed to have frames for B, D and F , respectively.
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Figure 3.1: Backoff manipulation attack on the SP-MMAC and DCC-MMAC.
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Misbehaving terminal M continuously selects a zero backoff value before initiating

a channel negotiation with B. After the first round channel negotiation between M

and B is completed, other terminals update the expected release time of channel

f3 accordingly, and thus its priority in their PCLs is lowered. When E initiates its

channel negotiation with F later, channel f2 is preferred as it has higher priority

than f3. Assuming that M launches the BMA again during its second round ne-

gotiation, C and D also end up with selecting f2 as it has higher priority than f3

according to the expected release time depicted in the figure. By constantly launch-

ing the BMA on the DCC, misbehaving terminal M successfully isolate f3 for its

exclusive use while C −D and E − F have to alternate over f2.

3.3.2 Multi-reservation Attack (MRA)

DCC-MMAC and SP-MMAC protocols reduce the number of collisions by requiring

reservations on the control channel before terminals engage in data transmissions.

Terminals overhearing the reservations of other co-located terminals are able to infer

which channels will become occupied. This information is used to adjust the channel

priority and avoid highly contended channels. When placing its own reservation, a

terminal prefers the channel with the least number of reservations.

This adaptive channel priority mechanism can be manipulated by selfish termi-

nals to falsely reduce the contention on target channels by placing multiple reser-

vations for those channels. We call this type of misbehavior as a multi-reservation

attack (MRA). We emphasize that the placement of multiple reservations by a single

terminal is protocol-compliant for most MMAC designs to improve the spectral ef-

ficiency. In SP-MMAC, the same terminal can perform multiple transmissions over

a single data phase. In DCC-MMAC, a terminal can transmit several back-to-back

frames over the same channel, if no other terminal is competing for it.
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MRA on SP-MMAC

In SP-MMACs, an MRA is possible via the manipulation of the priority channel list

(PCL) maintained by each terminal [8]. When a terminal overhears a reservation

for a channel fi, it lowers the priority of fi. By placing multiple reservations on

a targeted subset of channels, the misbehaving terminal can lower the priorities of

those channels so that other terminals defer from them. As a result, the misbe-

having terminal does not have to contend during the data phase. We note that a

selfish terminal may be interested on the exclusive use of multiple channels to com-

municate with more than one destination on a single data phase or perform channel

bonding/aggregation. The MRA requires the cooperation of multiple terminals that

would engage in a reservation process with M . For an independently misbehaving

terminal, other terminals may be unwilling to collude with M . However, the mis-

behaving terminal can still place multiple reservations on one or more channels in

several ways.

Reservations with fake terminals: One strategy for M is to broadcast reser-

vation frames to fake terminals. The use of such fake terminals is possible due to

the hidden terminal problem. Nearby terminals cannot verify the existence of the

fake terminals, as they could be hidden terminals.

An example of the MRA on SP-MMAC is shown in Figure 3.2. Six terminals

contend for access to f1 and f2. Misbehaving terminal M wants to reserve f2 for

exclusive use in his communication with D. Initially, the PCL values for both f1

and f2 are set to MID for all terminals. After M ’s first reservation, the priority

of f2 is lowered to LOW(1) in the PCLs of B, C, E, and F . To ensure that no

other terminal prefers f2 in the upcoming data phase, terminal M broadcasts three

ATIM-ACK frames as a response to fictitious reservation requests (ATIM frames)

originating from fake terminals I1, I2, and I3. All fake ATIM-ACK frames sent by

M indicate f2 as the preferred channel. As a result, terminals B, C, E, and F ,

lower the priority of f2 to LOW(4) (the number within the parenthesis indicates the

priority level). Note that because none of the terminals within M ’s range overheard
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Figure 3.2: In SP-MMAC, M makes four reservations on f2, by completing one
negotiation with D and sending three fake ATIM-ACK frames to terminals I1, I2,
and I3. These terminals are presumed to be hidden terminals to terminals B-F .

the frames sent by I1, I2, and I3, they assume that I1 − I3 are hidden terminals.

The PCL update process at terminal B is shown in Figure 3.3. B finally sets the

priority of f1 in its PCL table to HIGH due to f1 being selected by B −E for data

transmission in upcoming data phase. Other terminals update their PCL tables in

a way similar to B.

Due to the lowered priority of f2, communicating pairs B-E and C-F prefer

channel f1 during the upcoming data phase. Thus, M monopolizes the use of f2,

while pairs B-E and C-F have to contend on f1. Equivalently, M can transmit

sequences of ATIM/ATIM-RES frames to fake destinations. A requirement for a

successful MRA is that M completes the fake reservations before competing termi-

nals are able to place their own reservations. This can be achieved by combining

the MRA with a BMA.

Incomplete negotiations: A misbehaving terminal can launch an MRA by
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Figure 3.4: In SP-MMAC, M performs incomplete channel negotiations with B and
C.

engaging in a series of incomplete channel negotiations with its one-hop neighbors.

According to the SP-MMAC protocol, the sender must respond to an ATIM-ACK

frame with an ATIM-RES frame that verifies the receiver’s channel selection. If the

sender does not reply with an ATIM-RES frame, the negotiation is not completed.

However, terminals in the communication range of the receiver consider the channel

contained in the ATIM-ACK frame as reserved. This is because they could be

hidden terminals to the sender and therefore unable to overhear the ATIM-RES

frames. Multiple incomplete negotiations lead to the distortion of the PCL at all

terminals around the receiver. We emphasize that incomplete negotiations can occur

under benign conditions if the sender and the receiver do not agree on the channel

selection. This could be due to reservations that are only known to one of the two

terminals.

An example of an incomplete negotiation MRA is shown in Figure 3.4. Terminal

M initiates negotiations with B and C, but does not respond to the ATIM-ACKs

transmitted by each terminal. As a result, the priorities of channels fi and fj are

lowered at the PCL of any terminal that overhears the ATIM-ACKs from B and C.
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MRA on DCC-MMAC

In DCC-MMAC protocols, the number of reservations placed for a particular channel

fi affects the priority of fi through the expected release time (time that fi is expected

to become idle). Channels with late release times are less preferable during channel

negotiations. A misbehaving terminalM can launch an MRA to inflate the expected

release time of a target channel fi. The multiple reservations can be placed while

M is active on fi to ensure the perpetual use of fi from the misbehaving terminal

for any future data transmission. To be more efficient, M can combine the MRA

with the BMA so that it is more likely to place reservations for the target channel

before other contending pairs. We note that some DCC-MMAC protocols allow

reservations to be placed for channels while they are still occupied to reduce the

delay until the channel becomes re-occupied [10].

To demonstrate an MRA on DCC-MMAC consider the example shown in Figure

3.5 (a). Initially, M completes a negotiation with B over the DCC for channel f2.

While transmitting a data frame to B on f2, M continues to place reservations for

f2 over the DCC. The misbehaving terminal prefers f2 even if other channels have

earlier release times. The continuous placement of reservations for f2 significantly

inflates the release time of f2. Contending terminals C, D, E and F refrain from

using f2, thus leaving it for exclusive use to the misbehaving terminal. The PCL

table at C upon every successful channel negotiation overheard by C is shown in

Figure 3.5 (b). Other terminals update their PCL tables in a similar way to C.

3.3.3 Optimal Misbehavior Strategies under SP-MMAC

In this section, we analytically derive the optimal MRA strategy for guaranteeing

exclusive access of the misbehaving terminal M to a desired subset of channels in

the SP-MMACs. In our analysis, we consider M contending with well-behaved pairs

that want to place l reservations during one control phase. For the simplification

of our analysis, we model the control phase as a series of reservation rounds. A

reservation round consists of the three-way handshake process (exchange of ATIM,
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Figure 3.5: Illustration of the MRA on DCC-MMAC.
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ATIM-ACK and ATIM-RES frames) detailed by the MMAC protocol.

Number of reservations: The number of reservations d needed by M during

the control phase to guarantee the exclusive use of nM out of n available channels

during the data phase is given by the following proposition.

Proposition 1. A misbehaving terminal M can exclusively use nM out of n available

channels when it successfully places d = ⌈ l
n−nM

⌉nM consecutive reservations before

any well-behaved terminal can place a reservation. Parameter l defines the number

of reservations to be placed by the contending well-behaved terminals within the same

collision domain.

Proof. Without loss of generality, assume that M wants to isolate channels

{f1, f2, . . . , fnM
}. To prevent well-behaved terminals from placing a reservation

on {f1, f2, . . . , fnM
}, the priority of each of those channels in the PCLs of the well-

behaved terminals must be lower than the priorities of all remaining (n − nM)

channels at any time. Let M lower the priority of each of the nM channels by x, by

placing d = nMx consecutive reservations, evenly distributed on the nM channels.

It takes (n− nM)x reservations until the priorities of the remaining (n− nM) chan-

nels become equal to x. Equating (n − nM)x to the l reservations to be placed by

well-behaved terminals and solving for d yields the desired result (d is an integer).

It is straightforward to show via example, that placing d reservations is a sufficient

but not necessary condition for isolating nM channels.

Proposition 1 suggests that the best strategy for M is to place d consecutive

reservations before any contending pair has the opportunity to reserve a channel.

This can be achieved by attempting a reservation in every reservation round until

d reservations are successfully placed and the priority of each targeted channel is

lowered by ⌈ l
n−nM

⌉.
Number of reservation rounds: We now evaluate the number of reservation

rounds required until M successfully places d consecutive reservations. This number

is computed under the assumption thatM follows the optimal strategy of attempting

a reservation on every reservation round by selecting a zero backoff value.
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Let S denote the random variable representing the number of reservation rounds

until d reservations are successfully placed by M . To find the probability mass

function (pmf) of S, we model the SP-MMAC control phase contention process

after a rooted tree T with a vertex set U . For a vertex ui,j ∈ U located at the ith

level of T , let p(ui,j) denote the parent of ui,j. Let also R(ui,j) denote the path

traversed from the root of T to ui,j. The ith tree level represents the ith reservation

round. At each reservation round, a well-behaved pair could be in either transmit

state or backoff state, depending on the backoff value selected by the sender of the

pair. A vertex ui,j at level i represents a unique combination of the possible states

of the senders of well-behaved pairs contending for the set of channels. We denote

the probability of occurrence of that combination as Pr[ui,j]. The set of leaf vertices

at level i, denoted by Li, corresponds to all possible state combinations for which

well-behaved senders do not transmit at reservation round i, thus allowing M to

seize the control channel.

The first two levels of the tree model for three contending pairs (one misbehaving

and two well-behaved ones) is shown in Figure 3.6. The senders of the two well-

behaved pairs are denoted by A and B. For each vertex, the corresponding set of

terminals in transmit state is indicated within brackets. For instance, vertex u1,4

at level 1 with set {A,B}, represents the state where both A and B transmit in

reservation round 1 (due to selecting a backoff value equal to zero). Based on the

tree model of Figure 3.6, the pmf of S is given by the following proposition.

Proposition 2. The pmf of S is given by,

Pr[S = d+ ℓ] =
∑

uℓ+1,j∈Lℓ+1

Pr[R(uℓ+1,j)], ℓ ≥ 0, (3.1)

where Lℓ+1 is the set of leaf vertices at level ℓ+1 of T , Pr[R(uℓ+1,j)] is the probability

of events expressed by the vertices along path R(uℓ+1,j) of T given by,

Pr[R(uℓ+1,j)] =
∏

uw,k∈R(uℓ+1,j)

Pr[uw,k], 1 ≤ w ≤ ℓ+ 1, (3.2)
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Figure 3.6: Representation of the SP-MMAC control phase as a rooted tree.

and Pr[uw,k] is given by,

Pr[uw,k] =

(
1

min{cww−1, cwmax}

)nu

·
(
1− 1

min{cww−1, cwmax}

)np−nu

,(3.3)

where nu and np are the number of terminals in transmit state for uw,k and p(uw,k)

respectively, and cwi = 2i−1cw0, i ≥ 1.

Proof. We first show that if M adopts the optimal strategy of attempting a reser-

vation at every reservation round (i.e. always selecting a zero backoff value), then

after M ’s first successful reservation, M will successfully place the remaining (d−1)

reservations in the next (d − 1) reservation rounds, without contending. In order

for M to have a successful reservation on a given reservation round, all senders of

the well-behaved pairs must have a backoff counter greater than zero. Because M

chooses a zero backoff value on all consecutive rounds, well-behaved terminals do

not get the opportunity to decrement their backoff counter, once they have selected

a backoff value greater than zero. Thus, M successfully places the remaining (d−1)

reservations in the following (d − 1) rounds. For the (ℓ + 1)th (ℓ ≥ 0) reservation

round, the event that none of the well-behaved terminals is in transmit state is repre-

sented by the leaf vertices at level (ℓ+1). Summing over all probabilities of arriving

at the leaf vertices of level (ℓ+1), yields the probability of havingM ’s first successful

reservation at the (ℓ+ 1)th reservation round. Or equivalently, this event yields the
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probability of finishing d reservations at reservation round (ℓ+1)+ (d− 1) = d+ ℓ.

Eq. (3.1) follows by noting that all events at a given level are mutually exclusive.

The probability of arriving at any vertex ui,j is equal to the probability product

of all vertices along the path R(ui,j). This path corresponds to a unique combination

of events (transmit states) at reservation rounds 1 to (i− 1) that lead to the unique

combination of transmit/backoff states expressed by ui,j. Because backoff values

are independently selected at each round, Pr[R(ui,j)] is equal to the product of the

vertex probabilities, which yields Eq. (3.2).

Finally, we compute the probability Pr[uw,k] of the unique combination of trans-

mit/backoff states expressed by vertex uw,k ∈ V . Let nu denote the number of

transmitting terminals in uw,k, and np the number of transmitting terminals in the

parent terminal p(uw,k). The CW of a transmitting terminal at level w is equal to

min{cww−1, cwmax} since that terminal must have collided (w− 1) times with M in

order to be transmitting at reservation round w. Moreover, the probability of a ter-

minal transmitting at reservation round w is equal to the probability of selecting a

zero backoff value at that round, which is equal to 1
min{cww−1,cwmax} . Eq. (3.3) follows

by noting that it expresses the probability of exactly nu terminals being in transmit

state at stage w when np terminals were in transmit state in stage (w − 1). This

is equivalent to a particular subset of size nu choosing a zero backoff value, while

the complementary subset of size (np − nu) chooses any other value. All terminals

choose their backoff values independently of each other, independently of previous

rounds, and in a random fashion. Therefore, a terminal is in transmit state with

probability 1
cww−1

, or 1
cwmax

if the CW has reached its maximum value. We note that

the event expressed by Eq. (3.3), corresponds to one unique combination of transmit

and backoff states for the participating senders, and not any combination that yields

nu transmitting terminals. Therefore, it is not given by a binomial distribution.

Adaptive reservation strategy: In realistic scenarios, the number of reserva-

tions l to be placed by contending terminals at a given control phase is not known a

priori. To account for an unknown l, we propose an adaptive strategy for capturing
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nM channels which is as follows.

Step 1: Misbehaving terminalM lowers the priority of the nM targeted channels

by one unit, by selecting a zero backoff value and placing nM reservations before

any other terminal can place a reservation. It then defers from further reservations.

Step 2: M repeats Step 1 every time (n − nM) reservations are placed on the

remaining (n− nM) channels.

It is straightforward to show that the nM targeted channels always have a lower

priority than the remaining (n − nM) ones. Therefore, based on the PCL rules,

a well-behaved terminal will always select one of the (n − nM) channels, giving

exclusive use of the nM channels to M . Moreover, this adaptive strategy is optimal

in the number of reservations needed for capturing nM channels. If the number of

reservations placed during Step 1 is less than nM , some of the targeted channels

will have equal priority as the remaining (n − nM) ones and therefore, be equally

likely preferred by well-behaved terminals. The adaptive reservation strategy shows

that the condition of Proposition 1 is a sufficient but not necessary condition for the

exclusive use of nM channels by M .

Adaptive strategy performance of multiple misbehaving pairs

When more than one terminals misbehave, the possibility of colliding during the

backoff operation increases due to the consistent selection of small CW sizes. These

collisions may reduce the number of reservations that can be placed during the con-

trol phase. Therefore, we expect that the overall network throughput will decrease

with the number of misbehaving terminals. In the presence of other misbehaving

terminals, a misbehaving terminal M will still aim in isolating one of the available

channels by following the adaptive reservation strategy. The misbehavior advantage

of M will not be affected as long as it is successful in isolating a single channel by

performing the required number of reservations. The misbehaving terminals will

target the isolation of different channels to avoid contention between them.

On the other hand, well-behaved terminals will get the opportunities to place

reservations only after misbehaving terminals complete their reservations. As a
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result, less time will be left for well-behaved pairs to place reservations due to the

presence of multiple misbehaving pairs. Figure 3.7 illustrates a scenario with two

misbehaving terminals M1 and M2. Initially, M1 and M2 select the same backoff

value for placing a reservation and therefore collide. Following the collision, M2

wins the channel and successfully places its first reservation for target channel f2.

M1 refrains from transmitting until M2’s reservation is completed. According to the

adaptive strategy, M2 then allows two reservations from other pairs before its next

reservation. After M2’s reservation, misbehaving terminal M1 successfully places

a reservation for f1 and allows two additional reservations from other pairs. After

both M1 and M2 complete their reservations, well-behaved pairs get the opportunity

to negotiate and f3 is preferred based on their PCLs. By repeating the above steps,

M1 and M2 successfully isolate f1 and f2 respectively, while well-behaved terminals

share f3 during the data phase. Note that due to limited duration of the control

phase, fewer well-behaved pairs are able to reserve a channel and transmit during

the upcoming data phase. Therefore, the throughput of well-behaved terminals is

expected to be reduced further.

Control phase

M1

M2

W

RSV

RSV

RSV(f2)

RSV(f1)

RSV(f3)

RSV(f2) RSV(f2)

RSV(f1) RSV(f1)

RSV(f3)

Figure 3.7: The control phase operations when two misbehaving terminals adopt
the adaptive misbehavior strategy.

3.4 Mitigating MMAC Misbehavior

3.4.1 Mitigation of the Backoff Manipulation Attack

We first consider the manipulation of the backoff mechanism in MMACs. For sim-

plicity, we focus our discussion on the mitigation of the BMA in SP-MMAC. The
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process is also applicable to the BMA in DCC-MMAC as the two attacks are similar

in nature. As explained in Section 2.1, the BMA detection mechanisms proposed for

single-channel networks (e.g., [31,32]) are not adequate for multi-channel networks,

because they are not designed to monitor parallel transmissions over multiple chan-

nels. To address this limitation, we propose a BMA detection scheme that utilizes

a priori publicized backoff sequences to detect deviations from a random backoff

strategy. Our scheme consists of two modules: the backoff generation module and

the backoff monitoring module.

Backoff Generation Module

The backoff generation module is responsible for generating a public random se-

quence that is used to compute the random backoff times for each transmission. A

terminal X uses a public pseudo-random number generator and a seed sX (e.g., the

unique terminal id) to generate a sequence of numbers uniformly distributed [0, 1].

Suppose these numbers are denoted by bX(1), bX(2), . . . The seed sX is published

to all one-hop neighbors of X, denoted by N 1
X . Each number is used to calculate

the backoff of X during the ith transmission cycle. A transmission cycle consists

of a series of frames transmitted by X after the expiration of its backoff counter.

These include sequences of ATIM/RES/ACK frames over the control channel or

RTS/CTS/DATA/ACK frames over a data channel. Finally, let r denote the num-

ber of times that the last frame has been retransmitted. This number is set to zero

after every successful frame transmission, when the retransmission limit is reached,

or at the beginning of each phase. Parameter r is incremented by one every time

terminal X retransmits a frame due to a timeout. The backoff period for the ith

transmission cycle of X is given by:

Tb(i, r) = ⌈bX(i) ·min{2rcw0, cwmax}⌉ − 1. (3.4)

In (3.4), the range of Tb(i, r) is in [0,min{2rcw0, cwmax}), as mandated by the backoff

mechanisms of MMAC. One-hop neighbors of terminal X that are aware of (i, r)
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and sx can individually compute the backoff period Tb(i, r) for the ith transmission

cycle.

Backoff Monitoring Module

The backoff monitoring module identifies misbehaving terminals that use smaller

backoff values compared with their public schedule. To achieve this, terminals mon-

itoring a misbehaving terminal M keep track of the transmission cycles and the

number of attempted retransmissions that allow the computation of Tb(i, r). The

two parameters are included with every ATIM, ATIM-RES and RTS frame trans-

mitted by M . We focus the analysis of the backoff monitoring module on scenarios

where terminals are backlogged. This is because in non-backlogged scenarios, the

BMA does not yield significant throughput gains to the misbehaving terminal due

to lower contention.

Suppose terminal A is a one-hop neighbor of M and monitors M ’s backoff be-

havior. The backoff process at M for two transmission cycles PM(i− 1) and PM(i)

is illustrated in Fig. 3.8. Let ts(i) denote the start of the ith transmission cycle

and te(i) denote its end. When M is backlogged, it initializes its backoff counter

for PM(i) at te(i− 1), immediately after completing the (i− 1)st transmission cycle.

The period between PM(i − 1) and PM(i) consists of periods Tb(i, r) and Tfr. The

latter denotes the time for which the backoff counter of M remains frozen due to

the occurrence of other transmissions within M ’s collision domain. For the monitor

A, terminal M misbehaves if

ts(i)− te(i− 1) < Tb(i, r) + Tfr + δ. (3.5)

Parameter δ denotes an error margin in the computation ofM ’s backoff which ac-

counts for timing errors due to the propagation delay and node mis-synchronization.

As such errors are relatively small, δ is not expected to be longer than one slot. We

now describe how monitoring terminal A can compute all parameters involved in

(3.5).
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Figure 3.8: Backoff process at the monitored terminal M .

Computation of te(i− 1): Monitor A can compute te(i− 1) by keeping track

of M ’s transmission cycles. As A is a neighbor of M , it does not transmit or

receive while M is active. Therefore, A can know the exact time slots on which M ’s

transmission cycles are terminated. These can be estimated by either overhearing

M ’s transmissions or through the NAV value included in control packets preceding

a data transmission. Note that the backoff counter of M is also restarted with

the initiation of every control phase and data phase (for SP-MMAC protocols).

Monitoring terminals set te(i− 1) to the first slot of each phase to monitor M ’s first

transmission cycle within that phase.

Computation of ts(i): The starting time for M ’s ith transmission is computed

in a straightforward manner by overhearing the transmissions of M .

Computation of Tfr: According to the backoff mechanism specifications, ter-

minals must freeze their backoff counters when another transmission occurs within

their collision domain. The ability to correctly estimate the backoff counter freez-

ing period depends on the topology of the involved terminals (monitors, monitored

terminals, transmitter/receiver pair). The topology determines which terminals can

sense (either physically or virtually) the ongoing transmission. Let a transmission

from S to D occur within the vicinity of A and M . We classify the possible topology

configurations of S, D, A, and M to the following three cases.

Case 1: The S−D transmission can be sensed by both M and A. This scenario

is depicted in Fig. 3.9(a). Terminal M must freeze its backoff counter for a time

equal to the duration of the S − D transmission cycle. Because A is also able to

sense the S −D transmission, it can determine the backoff counter freezing period

Tfr.
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Case 2: The S −D transmission can be sensed by A, but not M . This scenario

is depicted in Fig. 3.9(b). In this scenario, terminal M shall not freeze its backoff

counter and the Tfr should be set to zero. Note that A can monitor the behavior

of M only if it can virtually sense the S − D transmission (i.e., A is in the range

of D but not of S). If A can physically sense S’s transmission and M initiates its

own transmission (M ’s backoff becomes zero), A will experience a collision, thus

being unable to monitor M . However, even if M cannot be correctly monitored by

A, possible misbehavior by M does not cause an unfairness at A, as A’s backoff

counter is already frozen due to the S−D transmission. That is, A is not currently

competing for the channel because it is occupied by other terminals. In fact, if

M reduces the delay until it reserves the channel, A will have the opportunity to

initiate its own transmission faster.

Case 3: The S −D transmission can be sensed by M , but not A. This scenario

is depicted in Fig. 3.9(c). In this case, A cannot know that M must freeze its

backoff counter, because it cannot sense the S − D transmission, either physically

or virtually. The monitor A will set Tfr to zero. This gives M the opportunity to

select a small backoff without being detected. However, M would still have to defer

from transmission (freeze its backoff counter) until the S − D transmission cycle

is completed to avoid causing a collision at S − D and its own transmission. In

a backlogged scenario, terminal A continues decrementing its own backoff counter

while M ’s counter remains frozen. Thus, A is more likely to seize the channel

before M . As a result, the BMA does not yield significant advantages for M in its

contention with A. Terminal M can still maintain an advantage related to other

terminals that also freeze their counters due to the S −D transmission. However,

these terminals will belong to either Case 1 or Case 2 and can accordingly monitor

M .

Backoff Monitoring Algorithm: The pseudocode of the backoff monitoring

module employed by a monitor A for a neighboring node M is summarized in Al-

gorithm 1.

In Algorithm 1, the monitor A must be aware of M ’s one-hop neighborhood N 1
M ,
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Figure 3.9: Classification of backoff monitoring scenarios for the computation of the
backoff counter freezing period Tfr.
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Algorithm 1 Backoff Monitoring Module

1: Input: i, r,M,NM
1

2: Output: Evaluation of M ’s behavior for the ith transmission
3: Let CM be a backoff counter held by A
4: At the end of M ’s (i − 1)st transmission or start of a data/control phase set

CM ← 0, Tfr ← 0
5: while ith transmission of M has not started do
6: if Case 1: a transmission is sensed by M and A then
7: Tfr ← Tfr + 1
8: else
9: CM ← CM + 1
10: end if
11: end while
12: if CM < Tb(i, r) + Tfr then
13: M is misbehaving
14: else
15: M is behaving
16: end if

to classify nearby transmissions to cases 1, 2, or 3. In the next section, we describe

an efficient secure neighbor discovery protocol for determining the two-hop topology

(and hence, the one-hop topology of any neighbor). Moreover, we note that during

the control phase, all one-hop neighbors of M can monitor M ’s compliance with

the publicized backoff schedule. This is because all nodes converge on the control

channel. When transitioning to the data phase, only the subset of one-hop neighbors

K1
M ⊆ N 1

M that hop to the channel reserved by M can continue to monitor M . This

subset contains at least the terminal who will be communicating with M during the

data phase.

When terminals converge to the control channel at the end of a data phase,

all terminals in K1
M remain synchronized to the correct values (i, r), based on the

transmissions that occurred during the data phase. However, terminals in N 1
M\K1

M

are not aware of M ’s data transmissions, as they hopped to other channels. For

the first control phase transmission, terminal M is monitored solely by terminals in

K1
M . The remaining one-hop neighbors synchronize with parameters (i, r) after the

first successful transmission cycle by M .
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Secure neighbor discovery

To facilitate the backoff monitoring module and the detection of MRAs, we employ a

secure neighbor discovery mechanism that determines the two-hop network topology.

While several secure neighbor discovery mechanisms have been proposed in the

literature, typically they consider strong adversary models that include terminal

collusion, deployment of wormholes, and others [105, 106]. For our purposes, we

develop a simple scheme that is efficient to implement and suits the misbehavior

model. Our scheme involves the following steps.

Step 1: Every terminal X broadcasts a hello message

X || sigskX (X),

where sigskX (X) is the signature on X with private key skX known only to X. Using

the signed hello messages, every terminal X builds a one-hop neighbor list N 1
X .

Step 2: Every terminal X broadcasts

X,N 1
X || sigskX (X,N 1

X).

Using N 1
Y ,∀ Y ∈ N 1

X , each terminal X creates its two-hop neighbor list N 2
X . A

terminal Z ∈ N 1
Y is a two-hop neighbor of terminal X, if Z /∈ N 1

X .

Step 3: Every terminal X broadcasts

X,N 2
X || sigskX (X,N 2

X).

Every terminal X creates a common neighbor list PX(Y ), for each two-hop terminal

Y ∈ N 2
X . That is, PX(Y ) = {Z : Z ∈ N 1

X , Y ∈ N 1
Z}.

In the secure neighbor discovery mechanism, a malicious terminal M can choose

to omit certain terminals from the one, or two-hop neighbor lists, which are broad-

casted in Steps 1 and 2. However, this behavior can be easily detected based on the

inconsistency in the neighbor lists of one-hop neighbors. If M ∈ N 1
X this implies
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that XN 1
M , and hence, X cannot be omitted from the one-hop list of M . More-

over, a terminal X can prove that M is its one-hop neighbor by presenting the hello

message broadcasted by M during Step 1. This message is signed by M . The same

argument can be extended to the two-hop neighbor lists broadcasted in Step 2.

The lists generated during the secure neighbor discovery can be used by a mon-

itoring terminal A to compute Tfr for a monitored terminal M when an S − D

transmission occurs in the vicinity of A. If S ∈ N1
M or D ∈ N1

M then this is clas-

sified as Case 1 and the backoff counter of M must remain frozen. Otherwise, the

transmission of S −D is classified to belong to Case 2. Note that Case 3 cannot be

detected by A as it involves a transmission that cannot be sensed (either physically

or virtually by A. However, as explained in Section 3.4.1, Case 3 provides limited

opportunity for a terminal to gain throughput advantages from misbehaving.

Parameter manipulation

We now consider the scenario where a misbehaving terminal M manipulates (i, r)

to select a random number bM(i) that leads to a short backoff time Tb(i, r). This

is possible because monitoring terminals cannot attribute collided frames to their

senders. Hence, a misbehaving sender can: (a) avoid the incrementation of i and r

if its transmission collided and (b) take advantage of other collisions to advance i

to a future value i+ k, k > 1 that yields a smaller Tb(i+ k, r).

For case (a), assume that M does not increment (i, r) after one of its frames has

collided. This strategy will prevent the increase of the CW due to the increase of r.

However, since collisions are receiver-dependent, a misbehaving sender cannot know

with certainty that a collision has indeed occurred at all monitoring terminals. This

scenario is depicted in Figure 3.10 using the SP-MMAC design. M broadcasts an

ATIM frame for terminal B. Terminals C and D act as monitors of M. The ATIM

frame sent by M collides at B due to a concurrent reception of an ATIM frame

from F. Monitoring terminals C and D still receive M ’s ATIM frame, as they are

located outside the interference range of F. A retransmission of an ATIM frame

with the same (i, r) is detected by C and D as misbehavior. Moreover, the intended
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Figure 3.10: Detection of the manipulation of the retransmission number r during
the control phase in SP-MMAC.

receiver may choose to intentionally drop correctly received frames in order to detect

a misbehaving sender that does not increase i or r. For case (b), Proposition 3 shows

that it eventually leads to either the identification of misbehavior or does not reduce

the backoff time.

Proposition 3. Let i be the sequence number of the last successful transmission

cycle of terminal M . Advancing the sequence number of the next transmission cycle

to i+ k, k > 1 strictly increases the backoff time compared with k = 1.

Proof. Assume that M successfully completed the ith transmission cycle. For the

(i+1)st transmission cycle, letM skip k > 1 values from the pseudo-random sequence

and use bM(i + k) instead of bM(i + 1), because bM(i + k) ≪ bM(i + 1). In order

for M to be protocol-compliant, (a) the advertised value r must increase by (k− 1)

and (b) M ’s transmission must start no earlier than

(k − 1)T0 +
k∑

j=1

⌈bM(i)min{2(j−1)cw0, cwmax}⌉ − k (3.6)

slots after the ith transmission cycle, where T0 denotes the timeout period in slots.

Condition (a) holds true since i is considered to be the last successful transmission for

which the retransmission number r is reset to zero. In order forM to use (i+k) in its

next successful attempt, (k− 1) unsuccessful ones must have preceded, thus setting

the value of r to (k−1). In this case, terminal i must have followed all intermediate

backoff intervals as indicated by the values {Tb(i+1, 0), Tb(i+2, 1), . . . , Tb(i+k, k−
1)}. Moreover, an additional period equal to the (k− 1) previous unsuccessful trials

of transmitting a frame and waiting for a timeout (period T0) must be added to
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the overall delay. Adding the (k− 1) timeout times and the (k− 1) backoff periods

yields condition (b). From (b), the proposition immediately follows (Tb(i + 1, 0) is

a factor of the sum in (3.6)).

3.4.2 Mitigation of Multi-reservation Attacks in SP-MMAC

In this subsection, we mitigate the MRA in SP-MMAC by modifying its PCL update

rules and detecting fictitious terminals.

PCL Update Rules

In the original MMAC [8], a terminal placing n reservations on a channel fi lowers

the priority of fi by n units. We modify the MMAC PCL rules such that the priority

of any channel is based on the number of distinct sources scheduled to operate on a

channel, rather than the number of reservations. For example, consider the attack

shown in Figure 3.2. Terminal M places four reservations on f2, while terminal

C places one reservation on f1. Both f1 and f2 have the same priority in the

PCLs of the terminals overhearing the channel negotiations. Hence, terminal B

may choose f1 or f2 with equal probability, were it to communicate with another

terminal. For multiple reservations across multiple channels, we modify the PCL

rules such that only the first reservation affects the priority of the corresponding

channel. Subsequent reservations placed by the same terminal do not have any

effect on the PCL. The new PCL rules are as follows:

a) The priority of all channels is set to MID at the beginning of each control

phase.

b) If a pair of terminals i, j agrees to communicate on channel fℓ, the priority

of fℓ in PCLi and PCLj, is promoted to HIGH.

c) The priority of a channel in HIGH state cannot be changed.

d) If a terminal i overhears an ATIM-ACK or ATIM-RES frame indicating the

selection of channel fℓ with priority LOW, it checks whether the frame originator

has placed another reservation within the same control phase. If so, i does not
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update its PCL; otherwise the priority of fℓ is demoted.

We emphasize that the modified PCL rules are designed to balance the number

of pairs that occupy each channel during the data phase. The priority of a channel

is modified according to the number of pairs that are scheduled to communicate

on that channel. This leads to the uniform distribution of the communicating pairs

over the available channels. Figure 3.11 shows the distribution of data transmissions

under the modified PCL rules, for a scenario with five pairs and three channels. Let

pairs A − B, C − D, E − F , G − H, and I − J be within the same collision

domain and contend for channels f1, f2, and f3. Initially, all channels have the same

priority. When a reservation is placed on a channel, its priority is demoted. After

the first three reservations, all three channels have the same priority. The next two

reservations are distributed on two out of the three channels. During the data phase,

pair A − B occupies f2, pairs C −D and E − F occupy f1, while pairs I − J and

G−H occupy f3.

Note that when a pair has a low traffic load, it is possible that it reserved a

channel fi during the control phase but does not transmit during the upcoming

data phase. In this case, the rest of the pairs scheduled to transmit on fi will seize

channel, without impacting the actual load achieved on fi. As illustrated in Figure

3.11, when G − H pair does not have any outgoing frame, pair I − J performs

successive transmissions on f3.

Detection of Fictitious Terminals

When the modified PCL rules are followed, M can manipulate the PCL of its neigh-

bors only if he emulates the existence of fictitious sources. This can be achieved if

M responds to imaginary ATIM frames by broadcasting ATIM-ACKs. Any termi-

nal that overhears those ATIM-ACKs assumes that the source of the corresponding

ATIM/ATIM-RES frames is a hidden terminal. We employ the secure neighbor dis-

covery mechanism presented in Section 3.4.1 to detect the existence of such fictitious

sources as follows. Assuming that for every terminal X, its common neighbor list

PX(Y ) (Y ∈ N 2
X) is already obtained after executing the secure neighbor discovery
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Figure 3.11: Load balancing during the data phase is achieved under the modified
PCL rules.

algorithm. Two-hop neighbors are hidden terminals.

Step 1: If |PX(Y )| = 1, terminal X suspects terminal Y to be fictitious and

terminal PX(Y ) to be misbehaving. This is because no other terminal but PX(Y )

can verify the existence of j.

Step 2: For a suspected fictitious terminal Y , terminal X issues a signed chal-

lenge c, sent via PX(Y ). Terminal Y must reply to the challenge with a signed

response.

The application of our secure neighbor discovery protocol is shown in Figure

3.12. Tables Ni show the combined 1-hop and 2-hop topological information. For

terminal F ∈ N 2
A, it holds that PA(F ) = {M}. That is, terminal F appears to be

a hidden terminal to all neighbors of A, except M and hence, M is suspected of

misbehavior. Terminal A challenges F via M. If F cannot reply with an authentic

response, M is accused of misbehavior. This is true since M cannot sign on behalf

of F .
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Figure 3.12: Secure neighbor discovery protocol for SP-MMAC. Tables Ni show
combined 1-hop and 2-hop topological information.

3.4.3 Mitigation of Multi-reservation Attacks in DCC-MMAC

As discussed in Section 3.3.2, an MRA can be combined with a BMA in order for

misbehaving node M to monopolize a target channel in an efficient manner. In this

section, we propose a mechanism to mitigate the effect of such MRA by modifying

the DCC-MMAC operating rules and incorporating a multi-reservation monitoring

module. The monitoring module is capable of detecting the misbehaving terminals

which do not comply with the proposed operating rules.

Modified Operating Rules in DCC-MMAC

We improve the DCC-MMAC design by modifying its operating rules related to the

channel negotiation on the control channel. In the modified set of rules, a sender

terminal S involved in an active data transmission on channel fi is prohibited from

initiating channel negotiations on the control channel until the present transmission

nears the end. At the mean time, other contending terminals are allowed to negotiate

and reserve fi before it being released by S, given that fi has higher priority in their

PCLs.

We use Figure 3.13 to illustrate this rule. Four terminals A, B, C, and D within

same collision domain contend to use two data channels. Suppose A initiates a data

transmission to B on channel f2 upon their successful negotiation on the control

channel. Let the starting and ending time of this transmission be denoted by Ts
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and Te respectively, as depicted in Figure 3.13 (a). While the A − B transmission

is ongoing, A keeps monitoring the data channels that have been reserved by its

neighbors. If A detects that f2 has not been reserved ε time units before the end

of the ongoing transmission, then A is allowed to further negotiate for channel f2

(or any other channel). The purpose of allowing a reservation towards the end

of an active transmission, is to allow an active terminal to perform back-to-back

transmissions without any negotiation delay under low contention, but also provide

transmission opportunities to contending terminals, under high contention. If no

other terminal is interested in f2, it is wise for A − B to continue reserving early

instead of spending another contention period together with a channel negotiation

for every transmission. We denote the time when A is allowed to attempt another

negotiation as

Tr = Te − ε (3.7)

where ε is an adjustable parameter. The value of ε is selected to guarantee that the

active terminal can place a reservation before the ongoing transmission is completed.

Note that for short data frames, this opportunity may not exist. To avoid collision,

A needs to sense the channel to be idle for DIFS duration at Tr before transmitting

an ATIM frame.

On the other hand, if any neighboring terminal reserved f2 during A−B trans-

mission as shown in Figure 3.13 (b), then A is not allowed to make further reservation

until it completes the ongoing transmission. It has to start competing for control

channel to negotiate for its next transmission after A− B transmission is finished.

It is worth noticing that f2 could still be preferred by C−D pair during A−B’s on-

going transmission, despite its later release time compared to f1. For instance, if C

and D detect much better SINR on f2 than f1 which is used as channel prioritizing

criteria, they would reserve f2 even if f1 is unoccupied. This may give opportunities

to other terminals who receive better SINR on f1 to make reservation for it.
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Figure 3.13: Illustration of the modified operating rules for DCC-MMAC.
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Multi-reservation Monitoring Module

The multi-reservation monitoring module identifies misbehaving terminals that vio-

late the above operating rules, i.e., the terminals which attempt to negotiate channel

before Tr. To achieve this, each terminal maintains a Channel Reservation Table

(CRT) where the reservation status of the n data channels f1, f2,...,fn are being

tracked of. The CRT contains n entries, each entry CRTk (1 ≤ k ≤ n) records the

reservation status of channel fk, including the starting time (Ts) and the ending

time (Te) during which fk is reserved, as well as the identity of the terminal that

reserved it. All one-hop neighbors of terminal i, denoted by N 1
i , are able to monitor

i’s behavior. When a terminal j ∈ N 1
i overhears an ATIM frame from i at time

Tc, j checks to see if i is associated with any entry in CRTj. If an existing entry

of i is found, j further checks corresponding Ts and Te and compare them with Tc.

Terminal i is identified as misbehaving if Ts < Tc < Tr + DIFS + TATIM , where

TATIM is the duration of an ATIM frame. Upon detection, i will be reported to the

reputation system by j and any further reservation made by i will not be updated

in CRTj. In this way, every terminal is monitored by its one hop neighbors and any

terminal that violates the above operating rules can be detected.

3.5 Vulnerabilities of CR-MAC Protocols and Countermeasures

Compared to multi-channel MAC protocols, CR-MACs implement additional tasks

including cooperative spectrum sensing, spectrum information sharing and spectrum

management. Cooperative CR-MAC protocols are designed to provide fair access

opportunities to all participating CRs, if CRs remain protocol-compliant. However,

selfish or malicious CRs violating the CR-MAC protocol specifications can gain

an unfair share of the idle spectrum (selfish), or deny spectrum access to other

CRs (malicious). Such selfish or malicious activities could significantly degrade the

performance of CRNs, or render them inoperable for large periods of time.

In this section, we identify possible CR-MAC vulnerabilities. According to the

different function modules of CRNs discussed in Section 2.3.1, we categorize these
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vulnerabilities to three classes: (a) attacks on spectrum sensing, (b) attacks on the

channel negotiation process, and (c) denial-of-service attacks. For each class, we

present possible countermeasures.

3.5.1 Spectrum Sensing Vulnerabilities

Distortion of Spectrum Availability

CR-MAC protocols rely on cooperative sensing mechanisms to determine the set of

idle channels. A malicious CR can report false sensing observations to distort the

spectrum availability. False information is particularly harmful when an “AND”

rule is used to combine sensing observations. In this case, a single false report can

prevent access to idle channels.

Spectrum distortion can be easily achieved in spectrum information sharing tech-

niques that utilize busy tones [58,61]. Such tones are unauthenticated and could be

transmitted by any CR without reflecting the true channel state. As an example,

referring to Figure 2.7(a), malicious CR D could transmit a busy tone on every slot

during the spectrum information sharing phase, thus indicating that channels f1-f3

are occupied by PUs. CRs A, B, and C will defer from communicating in the up-

coming data phase. A similar attack can be mounted when the set of idle channels

is reported via explicit messaging.

Primary User Emulation (PUE) Attacks

In a PUE attack, malicious CRs emulate the transmission characteristics of a PUs

to distort the spectrum sensing process. This attack is possible because the signals

transmitted by a PU are detected using signal detection techniques that do not

provide any form of authentication [107]. Using the software defined radio engine,

a CR can emulate PU signals that conform to the characteristics of the detectors.

Referring to Figure 2.7(a), malicious CR D emitting emulated PU signals during

the spectrum sensing phase could lead CRs A, B, and C in reporting the presence of

an incumbent signal on all three channels during the spectrum information sharing
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phase. As a result, A, B, and C defer from transmiting during the upcoming data

phase.

3.5.2 Attacks on the Channel Negotiation Process

Cognitive Radio Backoff Manipulation Attacks (CR-BMA)

The CR-BMA is a variant of the BMA discussed in Section 3.3.1 for regular MMAC

protocol designs. Similarly, CRs engage in a channel negotiation process for coor-

dinating access to the set of idle channels [58–61, 108] in split-phase and dedicated

control channel CR-MAC protocols. This negotiation is contention-based, follow-

ing variants of the CSMA/CA protocol. Malicious terminals that manipulate the

contention protocol parameters can gain exclusive and/or more frequent access to

a subset of available channels, thus occupying a disanalogous portion of the avail-

able spectrum. This can be achieved by manipulating the backoff mechanism of

CSMA/CA.

In a CR-BMA, a selfish terminal systematically selects small backoff values to

increase its chances of reserving an idle channel compared to protocol-compliant

terminals [31]. This attack is particularly effective when the control channel becomes

saturated due to the large number of contending CRs, or the entire idle spectrum

is assigned to a single CR [60]. In this case, CRs unable to complete a channel

negotiation during the control phase, defer from transmission during the upcoming

data phase.

We use Figure 3.14 to highlight the severity of a CR-BMA in CR-MAC protocols.

In this scenario, CR A selects a small backoff value in order to seize the control

channel before any other CR. Because the entire spectrum is bonded and allocated

to a single CR, CRs B and D are deprived of channel access. Similar illustrations

can be shown for other CR MAC protocols relying on CSMA/CA for control channel

contention.
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Figure 3.14: Backoff manipulation attack for the CR-MAC in [60]. Misbehaving CR
A systematically selects small backoff values during the channel negotiation phase.
All idle spectrum is bonded as one channel and assigned to the A-C communicating
pair.

Cognitive Radio Multi-Reservation Attacks (CR-MRA)

The CR-MRA is also a variant of the MRA as discussed in Section 3.3.2. Similarly

in CR-MAC protocols, channel selection during the channel negotiation process is

based on the expected traffic load on each of the available channels. This selection

is facilitated by overhearing control messages, as various CR pairs negotiate their

channel assignments. In the channel negotiation, the communicating CRs select

the idle channel with the least number of reservations. At the same time, nearby

CRs lower the priority of the selected channel. However, this strategy creates the

opportunity for launching a CR-MRA. In this attack, a malicious CR places multiple

reservations for one or several targeted channels to lower their priority in the channel

preference lists of contending CRs. As a result, protocol-compliant CRs defer from

selecting the targeted channels, thus providing exclusive use of those channels to

the malicious CR. A realization of the CR-MRA can be referred to Figure 3.2 where

the selfish CR M appears to be legally engaged in several channel negotiations with

fictitious CRs by taking advantage of the hidden terminal problem.
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3.5.3 Countermeasures

Countering Attacks on Spectrum Sensing

Countering Distortion of Spectrum Availability: Cooperative sensing is vul-

nerable to spectrum availability distortion attacks due to the conservative nature of

the hard decision combining mechanism. To avoid interference with PUs, channel

availability is determined by following an “AND” rule. A channel is considered to

be free of PU activity if all cooperating CRs agree on its idle state. A single report

from a malicious CR is sufficient to discard an idle channel from further use.

To mitigate the impact of such attacks, decision combining mechanisms using

threshold voting rules can be employed. In threshold voting, a channel is deemed

to be occupied by a PU, if at least τ out of n CRs report it to be busy, where τ is

a system-defined parameter. Under threshold voting, a small number of colluding

CRs cannot distort the spectrum availability. The caveat of a threshold rule is that

it does not always account for the spatial variations of PU activity. As an example,

an occupied channel detected by a small number of CRs could be falsely declared

as idle. To alleviate this drawback, parameter τ must be adaptive to the spacial

variations of PU activity.

Threshold voting is easily implemented when spectrum information sharing is

realized via the exchange of authenticated messages. However, several CR-MAC

protocols employ simpler forms of information sharing such as busy tones [60, 61].

Busy tones are not authenticated, nor do they account for the number of CRs

reporting on the channel state. One candidate solution could be the measurement

of the busy tone power. If multiple CRs transmit a busy tone on the corresponding

slot, the power of that tone is expected to be high. However, a malicious CR may

intentionally increase the power of its busy tone to defeat a power-based busy tone

threshold voting technique.

Countering Primary User Emulation Attacks: Even if threshold voting is

selected as the cooperation rule, the spectrum availability can still be distorted

under a PUE attack. When a malicious CR emulates PU activity on a channel
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fi, all nearby CRs detect fi to be busy. Hence, fi is declared to be busy under

either an “AND” or a threshold voting rule. Defending against a PUE attack is

challenging because the energy or feature detectors used during spectrum sensing

cannot verify the authenticity of a PU signal. Moreover, current regulations prohibit

any modifications on legacy systems.

Several mechanisms have been proposed for authenticating PU activity without

imposing any modifications on the PU network. If the locations of PUs are known

a priori, PU signals can be authenticated by determining the position of the PU

transmitter [109]. This can be achieved by estimating the distance between the PU

and several receiving CRs using the received signal strength (RSS) and computing

the PU location using trilateration. Manipulation of the transmission power by a

malicious CR for emulating the fixed PU position becomes challenging if the ma-

licious CR is not within less than a few meters from the legitimate PU. PU signal

authentication can also be achieved by constructing an RF signature of the PU-CR

channel [110, 111]. RF signatures capture unique characteristics of the RF channel

(channel and frequency response) between two stationary terminals, based on ran-

dom multipath components. These characteristics cannot be emulated unless the

malicious CR is located within a few wavelengths from the emulated PU. Assuming

that PU terminals are physically protected, mounting a PUE attack that emulates

the RF channel becomes challenging.

Countering Attacks on the Control Channel

Countering Cognitive Radio Backoff Manipulation Attacks: BMA attacks

can be mitigated by regulating and monitoring the backoff schedule of contending

terminals. As a reminder here, in [31], the backoff value of a sender is assigned by

the corresponding receiver. The receiver is responsible of monitoring the sender’s

compliance with the assigned backoff value. If the sender deviates from that value,

the receiver “punishes” the sender by assigning larger backoff values for future trans-

missions. Repeated violations lead to the characterization of the violating terminal

as misbehaving, and eventually to its removal from the network.
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As discussed in previous sections, receiver-based backoff assignment mechanism

is not effective in the multi-channel domain, and thus not directly applicable in

CRNs. To counter CR-BMA, mechanisms proposed in Section 3.4.1 can be incorpo-

rated in CR-MAC designs: forcing every CR publish its backoff schedule ahead of

time. Every CR could broadcast the unique seed of a publicly known pseudorandom

number generator used for the generation of the backoff values. Neighboring CRs

can then monitor the backoffs selected by their peers and detect misbehaving CRs

that violate their backoff schedules.

Countering Cognitive Radio Multi-reservation Attacks: CR-MAC protocols

are vulnerable to CR-MRAs due to: (a) the adjustment of channel priorities based

on the number of reservations placed on each channel, and (b) the exploitation

of the hidden terminal problem for introducing fictitious terminals. The former

vulnerability can be countered by modifying the channel priority rules such that the

priority of a channel fi is lowered only if new CR pairs place reservations on fi as

discussed in Section 3.4.2. Referring to the attack scenario presented in Figure 3.2,

multiple reservations placed by malicious CR M on channel f2 would only lower the

priority of f2 by one. Thus, CR M would not be able to isolate f2 from the rest of

the CRs.

Communication with fictitious CRs for the purpose of placing multiple reserva-

tions can be defeated by employing secure two-hop neighbor discovery protocols,

such as the one proposed in Section 3.4.2. Such protocols are executed during the

network setup phase and are periodically repeated if the CRs are mobile. If the

two-hop neighborhood is securely known, CRs are aware of the identities of all CRs

that are hidden terminals. Hence, malicious CRs cannot pretend to communicate

with fictitious CRs.

3.6 Performance Evaluation

In this section, we evaluate the impact of MMAC misbehavior on fairness and net-

work performance. We further evaluate the improvements achieved by our detection
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and mitigation methods.

3.6.1 Simulation Setup

We performed our experiments using the OPNETTM Modeler packet-level simula-

tor [112]. We considered a single-hop network topology of multiple terminal pairs

communicating over three orthogonal channels of capacity 2Mbps. Both the SP-

MMAC and DCC-MMAC protocol families were implemented and evaluated. For

SP-MMAC, we implemented the MMAC protocol in [8]. The control phase was

fixed to 20ms and the data phase was fixed to 80ms unless otherwise stated. For

DCC-MMAC, we implemented the DCA protocol in [9]. The arrival process at the

MAC layer of each source was assumed to follow the Poisson distribution with pa-

rameter λ. Each data packet was assumed to be 512 bytes. Misbehavior strategies

were implemented on a single sender. The simulation duration was set to 40s and

results were averaged over 40 simulation runs.

3.6.2 Impact of the Backoff Manipulation Attack

Impact of the BMA on SP-MMAC

In this set of experiments, we evaluated the impact of the BMA on SP-MMAC pro-

tocols. We considered a misbehaving terminal M that uniformly selected its backoff

from [0, 4) during both the control and data phases, and contended with 10 well-

behaved pairs. Well-behaved pairs conformed to the MMAC protocol specifications.

Figure 3.15 shows the average throughput (T ) of M compared with the average per-

flow throughput of well-behaved terminals and the average per-flow throughput in

the absence of misbehavior. We observe that for low λ, the throughput of all flows

is identical. However, in high load conditions, the misbehaving terminal gains a

significant advantage (about 20%) compared to well-behaved pairs. This significant

throughput gain is due to the following. With the initialization of the control phase,

all terminals choose small backoff values which leads to collisions and increase of the

CW for the well-behaved terminals. However, M continues to select small backoff
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values. leading to the frequent capturing of the control channel. This guarantees a

data transmission for the upcoming data phase.
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Figure 3.15: Throughput as a function of the packet arrival rate when one terminal
launches a BMA in SP-MMAC.

Impact of the BMA on DCC-MMAC

In this set of experiments, we evaluated the impact of the BMA on DCC-MMAC

protocols. We considered a misbehaving terminalM that used the same misbehavior

strategy as in Figure 3.15, i.e., M selected its backoff counter uniformly from [0, 4).

Figure 3.16 shows the average throughput achieved byM compared with the average

per-flow throughput of well-behaved terminals and the average per-flow throughput

in the absence of misbehavior. We observe that in high load scenarios, M achieves

approximately 6 times the throughput of any other well-behaved terminal. Com-

pared with the impact of the BMA on the SP-MMAC protocol, the misbehaving

terminal achieves a significantly higher throughput by launching a BMA on DCC-

MMAC. This is because in SP-MMAC, well-behaved terminals can still reserve the

same channel as M , even if M was the first to select a channel. M still has to

contend with other terminals during the data phase. However, in DCC-MMAC,

once M completes a negotiation over the control channel, it isolates one of the data
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channels without experiencing further contention. As a consequence, well-behaved

terminals have fewer data channels to share.
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Figure 3.16: Throughput as a function of the packet arrival rate when one terminal
launches a BMA in DCC-MMAC.

3.6.3 Impact of the Multi-reservation Attack

Impact of the MRA on SP-MMAC

In this set of experiments, we evaluated the impact of the MRA on SP-MMAC pro-

tocols. We considered one misbehaving terminal aiming at isolating a single channel

(nM = 1) when contending with 10 well-behaved pairs. According to Proposition

1, the misbehaving terminal placed five reservations (one real and four fake ones)

on the targeted channel to guarantee exclusive use of that channel. To ensure the

placement of the required reservations, the four fake reservations were transmitted

back-to-back after the first real reservation (i.e., the backoff counter was always set

to zero).

Figure 3.17 shows the average throughput of the misbehaving terminal vs. the

average throughput of well-behaved terminals and the average per-flow throughput

in the absence of misbehavior. We observe that for low λ, the throughput of all flows

is identical and similar to Figure 3.15. Under high traffic load (λ ≥ 100 packets/sec),
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the misbehaving terminal achieves approximately 1.6 times the throughput of any

other well-behaved pair. This is because as long as the misbehaving terminal seizes

the control channel, it can isolate one of the channels for exclusive use during the

upcoming data phase. In this case, the well-behaved terminals have to contend

on the remaining two channels. Comparing the throughput under a BMA (Figure

3.15) and under an MRA (Figure 3.17), we observe that the misbehaving terminal

achieves higher throughout in the MRA case. This is because under an MRA, the

misbehaving terminal manages to isolate one of the data channels during the data

phase. However, under a BMA, the misbehaving terminal may still have to contend

with other terminals.
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Figure 3.17: Throughput as a function of the packet arrival rate when one terminal
launches an MRA in SP-MMAC.

We also evaluated the impact of a combined BMA/MRA attack. We again

considered one misbehaving terminal M aiming at isolating a single channel when

contending with 10 well-behaved pairs. M placed five reservations on the targeted

channel (one real and four fake ones) and applied a BMA towards the first real

reservation.

Figure 3.18 shows the average throughput of the misbehaving terminal vs. the

average throughput of well-behaved terminals and the average per-flow throughput
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in the absence of misbehavior. We observe that the misbehaving terminal achieves

almost three times the throughput of well-behaved terminals under high traffic load

conditions. This is because by combining the MRA with the BMA, the misbehaving

terminal is able to reserve and isolate the targeted channel before any other con-

tending pair on almost all control phases. Therefore, it does not have to share its

channel during the data phase. Moreover, the throughput of well-behaved termi-

nals is reduced by 25% (approximately 60Kbps) compared to the scenario where all

terminals follow the MMAC protocol.
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Figure 3.18: Throughput as a function of the packet arrival rate when one terminal
launches an MRA together with a BMA in SP-MMAC.

In Figure 3.19, we show the aggregate network throughput in the presence and

in the absence of misbehavior. We observe that selfish misbehavior significantly

degrades the overall network performance. In Figure 3.20, we show the average

throughput of contending pairs under an MRA and a BMA, but for a control phase

duration of 30ms. A longer control phase allows terminals more time for negotiating

channel assignments, but reduces the number of data phases that can fit within

our simulation period. We observe that misbehavior has a similar impact on the

throughput of contending pairs, although all sources achieve lower throughput due

to the increased duration of the control phase.
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Figure 3.19: Aggregate throughput for all contending pairs in the presence and
absence of misbehavior in SP-MMAC.
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Figure 3.20: Throughput as a function of the packet arrival rate when one terminal
launches an MRA together with a BMA in SP-MMAC with a 30ms control phase
duration.
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To further study the impact of BMA/MRA on the performance of multi-channel

networks, we simulated the same scenario as in Figure 3.18, but with 2, 3, 4, and

5 channels available. Figure 3.21 shows the throughput advantage achieved by the

misbehaving terminal as a function of number of available channels in high load con-

ditions. The throughput advantage is presented in terms of the ratio of the average

throughput achieved by the misbehaving terminal over the average throughput of

well-behaved terminals. Results show that the throughout advantage of misbehavior

decreases with the number of channels. The misbehaving terminal achieves around

3.4 times the throughput of well-behaved terminals when 2 channels are available.

The throughput ratio decreases to 1.6 when 5 channels are available. The through-

put ratio decrease is due to the throughput increase of well-behaved terminals when

more channels are available. Independent of the number of channels, the misbehav-

ing terminal is able to isolate a single channel, leaving the remaining channels free

for well-behaved terminals. Contention in the remaining channels decreases with

the number of available channels.
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Figure 3.21: The ratio of misbehaving flow’s throughput to well-behaved per-flow
throughput when 2, 3, 4, and 5 channels are available under SP-MMAC.
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Impact of MRA on DCC-MMAC

In this set of experiments, we evaluated the impact of the MRA combined with a

BMA on DCC-MMAC. We considered a misbehaving terminalM aiming at isolating

one of the two available data channels when contending with 10 well-behaved flows.

To enable M launch the MRA as described in Section 3.3.2, we modified the DCC-

MMAC implemented in Section 3.6.2 to allow reservations to be placed for channels

while they are still occupied. Terminal M continuously placed reservations for a

given channel to isolate it and eliminate contention. M fixed its CW to four. Figure

3.22 shows the average throughput achieved by M compared with the average per-

flow throughput of well-behaved terminals and the average per-flow throughput in

the absence of misbehavior. We observe that in high load conditions, the M achieve

an eight-fold increase in throughput compared to well-behaved terminals. When

combining the MRA with a BMA, terminal M is able to use one data channel

without interruption for most of the time. The misbehaving terminal achieves the

highest throughput gain among all evaluated scenarios.
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Figure 3.22: Throughput as a function of the packet arrival rate when one terminal
launches an MRA together with a BMA in DCC-MMAC.
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3.6.4 Evaluation of the Adaptive Misbehavior in SP-MMAC

In this set of experiments, we evaluated the adaptive reservation strategy proposed

in Section 3.3.3. The misbehaving terminal placed multiple reservations adaptively,

depending on the reservations of other contending pairs to gain exclusive use of a

single channel. Figure 3.23(a) compares the number of successful reservations of the

adaptive strategy, the number of reservations d required for guaranteeing exclusive

use of one channel according to Proposition 1, and the total number of attempted

reservations (including collisions), as a function of the number of contending pairs.

We observe that the adaptive strategy requires significantly less successful reserva-

tions than d when contention increases. In fact, when the control channel becomes

saturated (more than 12 contending pairs), the number of successful reservations

needed by the misbehaving terminal reduces because well-behaved terminals place

fewer reservations during the control phase due to contention. Hence, reaching the

theoretical limit that guarantees exclusive channel use is unnecessary. On the other

hand, the total number of attempted reservations increases with the number of

contending pairs, since the misbehaving terminal faces higher levels of contention.

Furthermore, we validated the analytical result obtained in Proposition 2 via

simulations. Figure 3.23(b) shows the pmf of S as a function of ℓ for a topology

with four contending pairs (the y-axis is in logarithmic scale). The numbers indi-

cated below the bars are the exact analytical pmf values for ℓ = 0, 1, 2, 3 and ℓ > 3

respectively. From Figure 3.23(b), we observe that the pmf rapidly decreases to neg-

ligible probability values with the increase of ℓ. This indicates that when launching

a BMA with a backoff value equal to zero, the misbehaving terminal successfully

places the required reservations within the first few slots.

3.6.5 Mitigation of Terminal Misbehavior in MMAC

Mitigation of SP-MMAC Misbehavior

In this set of experiments, we evaluated the effectiveness of our mitigation methods

proposed for SP-MMAC misbehavior. Figure 3.24(a) shows the average throughput
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Figure 3.23: (a) Number of reservations needed to isolate a single channel as a func-
tion of the number of contending pairs, (b) pmf of the total number of reservation
attempts for isolating a single channel (theoretical and simulation), as a function of
ℓ.

of the misbehaving terminal and the average per-flow throughput of well-behaved

terminals under the modified PCL update rules listed in Section 3.4.2. We observe

that when multiple reservations do not affect the PCL, the adversary’s throughput

drops by 150Kbps while the throughput of well-behaved sources increases by 40Kbps

per flow. The misbehaving terminal still gains a throughput advantage due to the

selection of small backoff values, but this advantage is significantly reduced. The

throughput gap is attributed to the short duration of the control phase that does not

always allow all 11 contending pairs to complete their channel negotiations. How-

ever, the backoff manipulation attack is easily detectable by the scheme developed

in Section 3.4.1.

Moreover, the effect of a BMA is practically eliminated if we consider a control

phase with longer duration. In Figure 3.24(b), we show the throughput of the mis-

behaving terminal for a control phase of 30ms. With the application of the modified

PCL rules, the throughput of the misbehaving terminal becomes equal to that of

well-behaved ones, even if the misbehaving terminal is allowed to select small backoff
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values. This is because the control phase is long enough for all communicating pairs

to make reservations for the data phase. These reservations are equally distributed

across all available channels.
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Figure 3.24: (a) Throughput as a function of the packet arrival rate for the mis-
behaving and well-behaved terminals, under the modified PCL rules in SP-MMAC,
(b) throughput as a function of the packet arrival rate under the modified PCL rules
in SP-MMAC, for a control phase duration equal to 30ms.

Mitigation of DCC-MMAC Misbehavior

In this set of experiments, we evaluated the effectiveness of the mitigation methods

proposed for DCC-MMAC for the misbehavior scenario evaluated in Section 3.6.3.

Figure 3.25 shows the average throughput of the misbehaving terminal M and the

average per-flow throughput of well-behaved terminals under the modified operating

rules presented in Section 3.4.3. We observe that M ’s throughput drops by 400Kbps

in high load scenarios, while the throughput of well-behaved terminals increases by

50Kbps per flow. WhenM complies with the modified rules and does not attempt to

seize a channel before time Tr has passed, other pairs are able to reserve the channel

used by M . This forces M to wait until the end of current data transmission to

initiate another channel reservation. As a result, M ’s advantage is significantly
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reduced. M ’s compliance towards the modified rules is guaranteed by the multi-

reservation monitoring module.

Similar to Figure 3.24(a), M still gains a throughput advantage due to the BMA,

but this advantage is also reduced when comparing to Figure 3.16. This is because

under moderate or high load scenarios, M ’s residing channel will most likely be

reserved by another pair before Tr and thus M is forced to negotiate and switch to

another data channel. Remaining data channels may not be immediately available

when M completes its current data transmissio. Therefore, M has to wait until

at least one data channel becomes idle to attempt its next data transmission. The

reduced throughput gap is due to the extra waiting period imposed at M . We also

note that the throughput of well-behaved flows is slightly improved compared with

the scenario where only a BMA attack is launched. This is because the control

channel is better utilized under the modified rules.
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Figure 3.25: Throughput as a function of the packet arrival rate of the misbehaving
and well-behaved terminals, under the modified operating rules in DCC-MMAC.

3.7 Chapter Summary

We addressed the problem of MAC layer misbehavior in multi-channel wireless net-

works. For MMACs following the split-phase and dedicated control channel designs,
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we described possible misbehaving strategies that yield a significant throughput

advantage to misbehaving terminals. We showed that misbehaving terminals can

isolate a significant portion of the available bandwidth by placing multiple reserva-

tions on the available channels in a timely manner. We developed countermeasures

that mitigate the impact of misbehavior and lead to the detection of misbehaving

terminals. We further extended our misbehavior analysis to cognitive radio MAC

protocols. We examined various vulnerabilities of existing CR-MAC protocols ex-

ploited by selfish/malicious CR users. We then discussed possible countermeasures

for detecting and mitigating these vulnerabilities. Finally, we verified the effective-

ness of our mitigation methods via extensive packet-level simulations and showed

that the throughput of misbehaving terminals is equalized to the throughput of

well-behaved terminals.
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CHAPTER 4

SPECTRALLY-EFFICIENT MULTI-CHANNEL

MEDIUM ACCESS WITHOUT CONTROL CHANNELS

4.1 Introduction

4.1.1 Motivation

Besides misbehavior, medium access in multi-channel networks is also vulnerable

to other types of attacks. This is because in order to coordinate parallel transmis-

sions across channels without interference, most existing MMAC protocols negotiate

channel assignment over a default control channel [8, 10, 16, 19, 20, 22, 23], which in

turn constitutes a single point of failure. If the adversary is successful, transmissions

will be prevented on the entire available spectrum even if other frequency bands are

still operational. One of the most effective ways for denying access to the control

channel is by jamming it. In multi-channel wireless networks without centralized

control, control channel jamming is particularly devastating due to their cooperative

nature. On the other hand, the use of default control channels (either in-band or

out-of-band) decreases spectrum efficiency as no actual data transmissions can take

place on control channels. In certain scenarios, the data channels could become

congested while the control channels remain underutilized.

To improve the spectral efficiency and jamming resilience of MMAC protocols,

we design an MMAC protocol and eliminate the use of control channels by exploiting

recent advances in full duplex (FD) communications over a single channel [113–116].

In certain low-power wireless environments, sophisticated self interference suppres-

sion (SIS) techniques allow for concurrent transmission and reception over a single

channel. This is achieved by suppressing a significant portion of the self interference

(up to 110 dB) [116], using a combination of antenna-based SIS [115], signal inver-



97

sion [114], and RF/digital interference cancelation [117,118]. The integration of FD

communications in the MMAC design provides unique opportunities for reducing

the control overhead, increasing the spatial channel reuse, and improving resilience

to jamming.

4.1.2 Main Contributions and Chapter Organization

We design an MMAC protocol called FD-MMAC that coordinates multi-channel

access in a distributed fashion. Compared with prior MMAC designs, FD-MMAC

exhibits the following attractive features.

• It improves spectral efficiency by reducing the in-band and out-of-band control

signaling for combating the multi-channel hidden terminal problem, discover-

ing the resident channel of destinations, and performing load balancing.

• It increases the spatial channel reuse by enabling the operation of multi-

channel exposed terminals.

• It achieves load balancing and fairness autonomously.

• It is less vulnerable to DoS attacks launched against the control channel [55,

76], due to the elimination of the use of default control channels.

To achieve these goals, we integrate an advanced suite of PHY-layer techniques,

including self interference suppression, error vector magnitude and received power

measurements, and signal correlation. We theoretically analyze the saturation

throughput of FD-MMAC and verify our analysis via extensive simulations. Our

results show that FD-MMAC achieves significantly higher throughput compared to

prior art.

Chapter Organization: The remainder of this chapter is organized as follows.

In Section 4.2, we describe the system model. Section 4.3 details the FD carrier

sensing operation. In Section 4.4, we address the multi-channel hidden and exposed

terminal problems. In Section 4.5, we present the operational details of FD-MMAC.

In Section 4.6, we analytically evaluate the saturation throughput of FD-MMAC.
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We compare the performance of FD-MMAC with existing MMAC designs in Section

4.7 and conclude the chapter in Section 4.7.3.

4.2 System Model

Network model

We consider a wireless network that operates over N orthogonal channels, denoted

by F = {f1, f2, ..., fN}. For simplicity, we assume that all channels have the same

bandwidth and propagation characteristics. Terminals are equipped with a single

radio transceiver and are assumed to be time-synchronized to a common slotted

system. Time synchronization can be achieved using out-of-band solutions such as

GPS [119], or any of the readily available in-band methods [120]. We note that time-

slotted synchronization is not a necessary FD-MMAC requirement. It is assumed

here to facilitate legacy operations used by FD-MMAC, such as the slotted CSMA

algorithm. However, FD-MMAC can also operate in an asynchronous mode.

FD Communications and SIS

Terminals can operate in single channel FD mode as illustrated in Figure 4.1, where

a terminal can receive while simultaneously transmitting over the same channel. In

the depicted scenario, terminal 1 and terminal 2 are transmitting signals S1 and

S2 over the same channel simultaneously. While receiving its desired signal S2,

terminal 1 is also receiving a version of S1 which is considered as self-interference.

As a result, the actual signal received by terminal 1 is the superposition of S2 and

self-interference. The self-interference is usually millions of times stronger than S2.

To enable terminal 1 receiving S2 correctly while transmitting S1, the significant self-

interference that results from its own transmission must be canceled. This can be

achieved by applying a combination of analog and digital SIS techniques [113–116].
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Figure 4.1: Two terminals communicate in single channel FD mode by applying SIS
techniques.

Signal Correlation

Terminals apply signal correlation techniques for detecting the transmission of

known bit patterns. These techniques are common in frame detection, even in

the presence of collisions [118]. The concept of signal correlation is shown in Figure

4.2. Consider the concurrent reception of frames PA and PB at C. Terminal C is

interested in detecting whether PB = P, where P is a known bit pattern. Let the

sampled signal representing P be L samples long. C computes the signal correlation

between PA + PB + w and P (w denotes the noise component at the receiver) by

aligning the L samples of P with the first L samples of PA + PB +w. It then shifts

the alignment of P by one sample and recomputes the correlation until the end of

PA + PB + w. Formally, let x[i] denote the ith sample of P and y[j] the jth sample

of the received signal. The correlation at the jth position of y[j] is:

C[j] =
L∑

i=1

x∗[i]y[j + i], (4.1)

where x∗[i] is the complex conjugate of x[i]. The correlation value peaks when P

is aligned with PB. Using this method, C can identify if PB is transmitted, despite

the concurrent transmission of PA. In practice, C must compensate C[j] for the

frequency offset of B. The frequency offset can be estimated in advance from prior

frame exchanges between B and C. One limitation of the signal correlation method
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Figure 4.2: Detecting a known bit pattern P when two frames collide using the
signal correlation technique.

is that P has to exhibit desirable cross-correlation properties.

4.3 FD Carrier Sensing

To combat multi-channel hidden terminals, we extend the physical carrier sensing

function to the receiver’s collision domain by operating the receiver in FD mode. We

refer to this mechanism as FD carrier sensing. In FD-MMAC, we improve FD carrier

sensing by integrating a suite of PHY-layer techniques. Our techniques extend

beyond the estimation of the carrier state (idle or busy) to determining a terminal’s

operational state relative to an ongoing transmission. The state information is used

to create transmission opportunities for exposed terminals, avoid collisions caused

by hidden terminals, and discover the resident channel of a destination.

4.3.1 Operation in FD Mode

An example of the FD operation is shown in Figure 4.3. Sender A initiates the

transmission of PA to B. Terminal B decodes the MAC header of PA and determines

it is the destination, upon which it transmits a beacon frame BCNB while receiving

PA. This mechanism was demonstrated in [121] for a single channel MAC. Terminal

A receives BCNB by also operating in FD mode. Upon receiving BCNB, terminal

A verifies that B is receiving PA and continues the transmission of PA. Lack of
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a BCN reply implies that either B is unavailable or that the MAC header of PA

got corrupted. The sender uses the lack of a BCN as an early collision detection

mechanism and aborts further transmission of the data frame.

Generally, a data frame P is expected to be longer than a BCN frame. To

account for this difference, BCNs are transmitted back-to-back until the reception

of P is completed. The reception ending time te is known to the destination based

on the network allocation vector (NAV) included in P ’s MAC header. The BCN

contains the destination’s id, the time slot tACK at which the ACK transmission is

to be completed, and a CRC code. If the reception of P is successful, the destination

replies with an acknowledgement (ACK).

The use of BCN frames for performing virtual carrier sensing is similar to the

well-known busy-tone approach proposed to address the hidden terminal problem

in single-channel CSMA-based networks [30, 122–124]. In a busy tone based MAC

protocol, a receiver transmits a busy tone signal on a separate narrowband channel

while receiving a data frame on the data channel. The busy tone informs all termi-

nals around the receiver about the ongoing frame reception, thus avoiding collisions

due to the operation of hidden terminals. This approach can be directly extended to

a multi-channel setup by associating each data channel with one busy-tone channel.

However, this lowers the spectral efficiency, as the number of required busy tone

channels grow linearly with the number of data channels. Moreover, busy tones do

not convey any additional information about about an ongoing transmission. The

use of in-band BCN frames in the FD-MMAC protocols allows nearby terminals to

evaluate their location relative to an ongoing transmission, and potentially operate

as exposed terminals.

Finally, busy-tone based MAC protocols are particularly susceptible to DoS at-

tacks. The narrowband channels used to convey the state of the data channels can

be easily jammed, indicating that the corresponding data channels are occupied.

The jammer can deny communications by focusing his energy only on a small por-

tion of the spectrum. On the other hand, FD-MMAC distributes the carrier sensing

operation over all data channels. As a result, the jammer has to spread his energy
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over the entire spectrum to potentially deny channel access.

4.3.2 Operation State Classification

To determine their operational state, terminals perform a region classification on

their resident channel. We divide the collision domains of A and B to the three

regions shown in Figure 4.3: (a) the receiver-only (RO) region, (b) the collision

region (CO), and (c) the transmitter-only (TO) region. Referring to Figure 4.3, a

terminal C can determine its region using the following rules.

1. If C can decode BCNB, it infers that it is in the RO region (hidden terminal).

2. if C cannot decode the received signal due to the collision of PA with BCNB,

it infers it is in the CO region.

3. If C can decode PA, it infers that it is in the TO region (exposed terminal).

When located in the CO/RO regions, C defers from transmission to prevent

a collision at B. Otherwise, C explores transmission opportunities as an exposed

terminal.

4.3.3 Practical Issues

Several practical issues complicate the proposed region classification rules. First,

when C is in the TO region (position C1 in Figure 4.3), it cannot verify the correct

decoding of PA until PA’s transmission is completed and the CRC code is checked.

Similarly, if C switches to a busy channel in the middle of PA’s transmission, the

CRC code cannot be checked. To evaluate the decodability of PA, terminal C

computes the error vector magnitude (EVM) on the received symbols. The RMS

EVM value (dB) is given by [125]:

EVMRMS(dB) = 20 log

(√
1
n

∑n
k=1 |s[k]− r[k]|2
1
M

∑M
i=1 |si|2

)
, (4.2)
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where s[k] is the kth transmitted symbol, r[k] is the kth received symbol, n is the

window size (in symbols) over which the EVM is computed, si is the i
th modulation

symbol, and M is the modulation order. The EVM serves as a measure of the signal

quality and is strongly correlated to the bit error rate [125]. Note that for arbitrary

frames, the s[k]’s are not known to the receiver. To compute an EVM estimate

using formula (4.2), the receiver matches s[k] to the constellation symbol closest

to r[k]. We use this approach as it is expected that r[k]’s will be closest to the

actual transmitted s[k]’s if a frame is correctly decoded. On the other hand, in

a collision scenario, the distance between the closest s[k] and r[k] is expected to

be large, yielding a larger EVM. Figure 4.4 demonstrates the computation of the

EVM vector as a function of the received symbol r[k] and the closest symbol s[k]

for the QPSK modulation scheme. Finally, we set the window size n equal to the

duration of two BCN frames. This is to differentiate between the TO and the RO

regions, where terminals are expected to have a lower EVM compared with the CO

region. If terminal C is located in the RO region, it is likely to decode at least one

BCN frame within two BCN frame durations (recall that C can switch to a busy



104

s1 s2 

s3 s4 

r [k] 

I

Q
s [k] 

EVM vector

received symbol

closest symbol

Figure 4.4: EVM vector computation for QPSK modulation.

channel at any time). Otherwise, if C is in the TO region, it will not decode a BCN

frame, but will have a low EVM value. Therefore, a terminal switching to a busy

channel has to attempt decoding for two BCN durations to determine if a BCN is

decodable (first classification rule). We utilize this time to measure the EVM more

accurately and compare it with a threshold γEVM .

Note that the third classification rule could also be satisfied due to the capture

effect [126]. When C is in the CO region but very close to A (position C2 in Figure

4.3), it can measure low EVM values. In this case, C will assume that it is in the TO

region and could cause a collision at B. To prevent this scenario, we incorporate

received signal strength (RSS) measurements. If the RSS at C is higher than a

threshold γRSS, terminal C concludes that it is in the CO region and defers from

transmission, despite measuring a low EVM . Finally, if C is in the CO region, but

can decode the BCN due to its proximity to B, we allow C to falsely infer that it

is in the RO region. This is because C defers from transmission, whether inside the

CO or the RO region.

The computation of the EVM and RSS could also be affected by the presence

of noise and nearby interference sources. Such interference could increase the EVM

and RSS values computed by a terminal performing region classification. In this

circumstance, the terminal determines itself to be in the CO region (C3 location) and

refrains from transmission. This is the right decision for the terminal as the chances
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of a successful parallel transmission in the presence of strong interference are low

(the transmission will likely fail when interference is high). Under such conditions,

the terminal switches to another channel to seek other transmission opportunities.

The region classification rules used by FD-MMAC are summarized in Table 4.1. In

Section 4.7, we perform testbed experiments to determine γEVM and γRSS, based

on measurements at locations C1–C4.

Table 4.1: Region classification rules

BCN EVM < γEVM RSS < γRSS Region
C1 No Yes Yes TO
C2 No Yes No CO
C3 No No - CO
C4 Yes - - RO

4.4 Combating Hidden/Exposed Terminals

In this section, we show how FD carrier sensing addresses the multi-channel hidden

and exposed terminal problems. Consider the frame exchange sequence illustrated in

Figure 4.5(a), for the topology of Figure 4.3 (C is a hidden terminal to A). Terminal

A transmits PA to B over f1 at time t0. Terminal B decodes the PHY and MAC

headers and infers that it is the destination. Terminal B replies with BCNB that is

repeated for the duration of PA, which terminates at t1. Terminal C switches to f1

at t2 with t0 < t2 < t1. First, C senses f1 to be busy due to the BCNB transmissions.

Second, C decodes BCNB and infers it is in the RO region. Therefore, it defers from

transmission.

4.4.1 Early Collision Detection

A collision due to hidden terminals is still possible during the transmission of the

PHY and MAC headers of P . In a collision scenario, the destination is unable to

decode the MAC header and therefore, does not reply with a BCN. If the sender
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does not receive a BCN reply, it assumes that P has collided or the destination is

unavailable. The sender aborts further transmission of P without waiting for the

expiration of the ACK timer.

4.4.2 Enabling Exposed Terminal Transmissions

An exposed terminal C located in the TO region of an ongoing transmission A→ B

could attempt to communicate PC to a candidate destinationD. IfD can decode the

MAC header of PC , it will respond with BCND by operating in FD mode. Terminal

C will continue the transmission of PC if it detects BCND, and will abort otherwise.

The destination D will not be able to respond with BCND if one of the following

occurs: (a) D is in the collision domain of another transmission and hence, cannot

decode the MAC header of PC or, (b) D resides on another channel. The exposed

terminal operation for transmissions A→ B and C → D is shown in Figure 4.5(b).
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4.4.3 Receiving BCNs/ACKs in the Presence of Exposed Terminals

Exposed terminal transmissions may prevent the correct decoding of BCNs and

ACKs. In the example of Figure 4.5(b), terminals A and C cannot decode BCNB

and BCND, respectively, due to mutual interference. Similarly, terminals A and C

cannot decode ACKB and ACKD, respectively, due to the interfering transmissions

of PC and PA. To enable the parallel operation of A → B and C → D, terminals

detect BCNs and ACKs using signal correlation [118].

Terminal C applies signal correlation to detect BCND and ACKD in the presence

of PA. Similarly, terminal A applies signal correlation to detect BCNB and ACKB

when PC is concurrently transmitted. Note that a sender is aware of the exact bit

pattern of the BCN and ACK frames based on the data frame it has transmitted.

Moreover, the sender is aware of the approximate time that a BCN (or ACK) is

expected, based on the data frame transmission time. Hence, it can limit the signal

correlation within only a few sample shifts. One limitation of the signal correlation

is that frames have to exhibit low cross-correlation. To satisfy this condition, BCNs

and ACKs are hashed (except the PHY header) with a uniform hash function to

produce a random but known output.

4.5 The FD-MMAC Protocol

We design FD-MMAC as a time-slotted protocol based on CSMA/CA. To improve

spectral efficiency, FD-MMAC eliminates the message overhead associated with vir-

tual carrier sensing. Moreover, to mitigate DoS attacks against the control chan-

nel, destination discovery and channel assignment are performed independently by

senders and destinations, without converging to a common channel. The key idea

behind FD-MMAC is for destinations to switch to an idle channel as soon as their

resident channel becomes busy. This makes them available to receive transmissions

from senders while distributing traffic across all channels. We now present the oper-

ational details of FD-MMAC. The destination and sender state diagrams are shown

in Figure 4.6.
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Figure 4.6: Operational details of FD-MMAC protocol.

4.5.1 Destination Operation

When a terminal’s transmission queue is empty, it operates as a destination. A

destination selects a resident channel such that it can be discovered by candidate

senders. Referring to the state diagram of Figure 4.6(a), a destination transitions

between the following states.

Sense state: In the “Sense” state, the destination continuously senses the res-

ident channel. If the resident channel becomes busy, the destination transitions to

the “Decode” state.
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Decode state: In the “Decode” state, the destination attempts to decode the

received signal. It transitions to the “FD” state if it is the intended destination and

available for reception. Otherwise, it transitions to the “Switch” state.

FD state: In the “FD” state, the destination operates in FD mode. Based on

the MAC header of the frame P that is being received, the destination determines

the tACK and the number of BCNs that need to be successively transmitted until

the reception of P is completed. Then, it transmits BCNs while receiving P . The

destination checks the CRC code of P . If P is successfully received, it transitions

to the “ACK” state. Otherwise, it returns to the “Sense” state.

ACK state: After a successful frame reception, the destination replies with an

ACK and returns to the “Sense” state.

Switch state: In the “Switch” state, the destination autonomously determines

its resident channel. This decision is based on a channel state table (CST) that

records the expected time that each channel becomes idle (idle time). The CST is

updated according to the following rules:

1. If the resident channel fi is idle, update the idle time for fi to the current slot

tcurr.

2. If the resident channel fi is busy and the destination is in the RO region (BCN

is decodable), update the idle time for fi to tACK (contained in the BCN).
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3. If the resident channel fi is busy and the destination is in the CO or TO

regions (BCN not decodable), update the idle time for fi to tcurr + TMTU ,

where TMTU is the transmission duration of the maximum transmission unit

(MTU) plus the corresponding ACK.

After the CST update, the destination switches to the channel with the earliest

idle time. If several channels are tied, the destination selects the next channel

according to a channel priority list. This list could be a simple channel ordering

rule (e.g., based on channel index). Based on the channel priority list, candidate

destinations always select the highest-priority channel and remain on that channel

until the channel priority changes. When residing on an idle channel, this can only

occur if the channel becomes occupied. In this case, idle destinations switch to

the next channel in the channel priority list and update the CST based on their

individual sensing results.

The proposed switching mechanism achieves several desirable properties. First,

senders and destinations switch following the same rules, thus facilitating destination

discovery. Second, load balancing is indirectly achieved, as idle destinations avoid

busy channels. Both properties are achieved without exchanging control messages.

As an example, consider the topology of Figure 4.7. Assume that destination

E resides on f1. Initially, E sets the idle time for all channels to tcurr. When the

A→B transmission occupies f1, terminal E decodes BCNB because it is a hidden

terminal to A. E updates the idle time for f1 to tACK and switches to f2, because

f2 has the lowest index among the channels with the earliest idle time. Assume that

transmission C→D is ongoing on f2 when E switches to f2. E cannot decode BCND

because it is in the TO region. Terminal E uses the the worst-case estimate for the

idle time of f2 and sets the idle time to tcurr + TMTU . It then switches to f3 which

is currently idle. From our example, it becomes evident that the information stored

in the CST does not reflect the true channel state for all channels. This is because

destinations do not sense the state of a channel unless switching to it. Despite the

inaccuracy of the CST, destinations quickly discover idle channels due to the low

delay overhead of the physical carrier sensing operation.
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4.5.2 Sender Operation

For the sender, we adapt the CSMA backoff mechanism to the multi-channel envi-

ronment. A sender in backoff state retains his selected backoff value when switching

channels and continues the countdown once it reaches an idle channel. When the

backoff counter reaches zero, the sender maintains this value until it discovers the

destination. This implements a global contention mechanism that extends to all

channels. Referring to Figure 4.6(b), a sender operates as follows.

Sense state: In the “Sense” state, the sender senses its resident channel fi. If

fi is idle, it transitions to the “Backoff” state. If fi is busy, it classifies its operation

state using the region classification rules of Section 4.3. If the sender is in the

TO region (exposed terminal), it transitions to the “Backoff” state. Otherwise, it

transitions to the “Switch” state.

Backoff state: In the “Backoff” state, the sender selects a backoff value β for

a frame P , by using the following rules:

1. In the first transition to the “Backoff” state for P , the sender draws β uni-

formly from [0, cw0], where cw0 is the minimum contention window (CW).

2. In any following transition from the “Sense” state to the “Backoff” state, the

sender retains the current β value (backoff is resumed from the current value).

3. In a transition from the “Wait ACK” state to the ”Backoff” state, the sender

doubles the CW and draws β uniformly. The CW is capped at cwm.

In the “Backoff” state, the sender decrements β by one unit with every idle slot.

Here, a slot is assumed to be idle if: (a) no channel activity is detected, or (b)

the channel is busy but the sender is in the TO region. When β = 0, the sender

transitions to the “Transmit” state. If the channel becomes busy before β = 0 (and

the sender is not in the TO region), the sender transitions to the “Switch” state and

freezes β.

Transmit state: In the “Transmit” state, the sender initiates the transmission

of P . If the destination responds with a BCN, the sender continues the transmission
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of P . With the completion of P ’s transmission, the sender transitions to the ‘Wait

ACK” state. If a BCN is not detected, the sender aborts the transmission of P and

transitions to the “Switch” state.

Wait ACK state: With the completion of P ’s transmission, the sender waits

for an ACK by the destination. The sender transitions to the “Backoff” state if an

ACK is not received by the expiration of the ACK timer, without transitioning to

the “Switch” state. This is because the sender is aware that the destination resides

on the current channel due to the reception of the BCN during the “Transmit” state.

If the ACK reception is successful, the sender transitions to the “Switch” state.

Switch state: In the “Switch” state, the sender performs two operations. First,

it updates the CST information and second, it decides on the next channel using the

same switching rules as the destination. The CST is updated using the following

rules:

1. If the sender is in the RO region of a transmission on fi (BCN is decodable),

it sets the idle time of fi to tACK

2. If the sender is in the CO/TO region of a transmission on fi (BCN is not

decodable), it sets the idle time of fi to tcurr + TMTU .

3. If a sender transmitted a frame P on fi, but did not receive a BCN response,

it sets the idle time of fi to tcurr+TMTU . This update leads to a channel switch

to continue the destination discovery process.

4.5.3 FD-MMAC Operational Examples

To ease the understanding of the FD-MMAC protocol, we present two operational

examples for the topology of Figure 4.8. These examples demonstrate the desti-

nation discovery process performed by senders, the channel switching operation of

destinations, and the operation of exposed terminals.
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Figure 4.8: Two operational examples of FD-MMAC.

Sender/Destination Operation

In the example of Figure 4.8(a), we demonstrate the destination discovery performed

by a sender. Initially, terminals A, B, C, and D reside on channel f1. Terminal

A initiates a data frame transmission to terminal B, which replies with BCNB.

Terminal D detects that f1 is busy and switches to f2, in order to be available

for reception. Terminal C, who resides on f1, has a frame PC for D. Operating

according to the sender state diagram of Figure 6(c), terminal C transitions to the

“Sense” state. Since f1 is idle from C’s perspective, C transitions to the “Backoff”
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state and uniformly selects a β from [0, cw0−1]. When β = 0, terminal C transitions

to the “Transmit” state and initiates the transmission of PC . Because D resides on

f2, C does not receive BCND. Terminal C aborts further transmission of PC and

transitions to the “Switch” state. In this state, it updates the idle time for f1 to

tcurr + TMTU in the CST and switches to f2, which has the lowest index among the

idle channels. Once in f2, terminal C transitions to the “Sense” state and senses f2

to be idle. It then transitions to the ”Backoff” state for a second time and retains

β = 0. Terminal C retransmits PC and completes the communication with D.

Exposed Terminal Operation

In the example of Figure 4.8(b), we demonstrate the operation of an exposed ter-

minal. Terminal C has a data frame for terminal D while being in the TO region

of the A → B transmission. While in the “Sense” state, terminal C determines

that it is in the TO region by measuring a low EVM value and a low RSS value.

Terminal C can therefore operate as an exposed terminal. Terminal C transitions

to the “Backoff” state, selects β uniformly from [0, cw0− 1], and initiates the back-

off countdown. When β = 0, terminal C transitions to the “Transmit” state, and

transmits data frame PC . Because D is currently idle, it replies with BCND. Ter-

minal C detects BCND using the signal correlation method and continues with the

transmission of PC . For the A → B communication, upon termination of the PA

transmission, terminal B transmits ACKB. The acknowledgment ACKB is detected

at A using the signal correlation technique. Note that ACKB is not decodable due

to the concurrent transmission of PC from C. Upon termination of the PC trans-

mission, D replies with ACKD which is decodable at C, because the transmission

of PA is already completed.

4.6 Throughput Analysis of FD-MMAC

In this section, we analytically evaluate the saturation throughput of FD-MMAC

using a three-dimensional discrete-time Markov model. We follow similar formula-
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tions and assumptions to those proposed for single-channel [127] and multi-channel

MACs [128]. Consider M senders within the same collision domain, contending

over N channels. The senders are always backlogged. We model the state of a

single sender, referred to as the tagged sender, using three discrete-time stochas-

tic processes {Fn, Sn, Bn}. Here, Fn represents the sender’s resident channel index

(1,2,...,N), Sn represents the backoff stage, with Sn ∈ [0,m], and Bn represents the

sender’s backoff counter, with Bn ∈ [0, 2mcw0 − 1].

Stochastic processes Fn and Bn (and as a result, Sn) are non-Markovian, as

they depend on the channel history and transmission history of the sender. To ease

our analysis, we assume that a sender switches to a channel fi with fixed proba-

bility p(fi), which is independent of the current resident channel. Moreover, we

approximate the probability of attempting a transmission at slot n with a con-

stant probability ptr, referred to as the transmission probability [127]. These two

approximations become more accurate with the increase of n and if an equal num-

ber of senders contend on every channel. We later verify that FD-MMAC tends to

uniformly distribute sender-destination pairs on all available channels (see Section

4.7). Finally, we denote by pd(fi) the probability of discovering a destination on

fi and approximate the number of senders contending on a channel by M
N
. Under

independent Fn and Bn, we can model the three-dimensional process {Fn, Sn, Bn}
as a discrete-time Markov chain, with one-step transition probability from state

⟨u1, k1, β1⟩ to state ⟨u2, k2, β2⟩ as:

p(u2,k2,β2|u1,k1,β1) = P{Fn+1 = u2, Sn+1 = k2, Bn+1 = β2|Fn = u1, Sn = k1, Bn = β1}.

(4.3)

For the tagged sender, a slot n for which he defers from transmission can be:

(a) idle, if no other sender transmits during slot n, (b) successful, if exactly one

other sender transmits during that slot, and (c) collision, if more than one of the

remaining senders attempt to transmit during slot n. We denote the probabilities of

an idle, successful, and collision slot by pI , pS, and pC , respectively. Given that each
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sender transmits during a slot independently with probability ptr, the slot events

occur with probability:

pI = (1− ptr)
M
N

−1, pS = (
M

N
− 1)ptr(1− ptr)

M
N

−2, pC = 1− pI − pS.(4.4)

Based on the FD-MMAC state diagram of Figure 4.6(b), there are four non-zero

one-step transition probabilities:

1) The tagged sender is at state ⟨u, k, β⟩, with β ≥ 1 and the current slot is idle. In

this case, the tagged sender decrements the backoff counter by one and transitions

to state ⟨u, k, β − 1⟩. This occurs with probability:

p(u,k,β−1|u,k,β) = pI , 1 ≤ u ≤ N, 0 ≤ k ≤ m, 1 ≤ β < cwk. (4.5)

2) The tagged sender is at state ⟨u, k, β⟩ with β ≥ 1 and the current slot is busy.

The channel could be busy due to the successful transmission of another sender

(with probability pS), or due to a collision (with probability pC). In this case, the

tagged sender freezes his counter and switches to channel fu′ with probability p(fu′).

The state transition to ⟨u′, k, β⟩ occurs with probability

p(u′,k,β|u,k,β) = (pS + pC) p(fu′), (4.6)

1 ≤ u, u′ ≤ N, u ̸= u′, 0 ≤ k ≤ m, 1 ≤ β < cwk.

3) The tagged sender transmits a data frame at state ⟨u, k, 0⟩ and successfully detects

a BCN reply. Once the transmission is completed, the sender transitions to state

⟨u, k, β⟩ by selecting a new backoff counter in [0, cw0) (each backoff value is selected

with probability 1
cw0

).

p(u,0,β|u,k,0) =
pI · pd(fu)

cw0

, 1 ≤ u ≤ N, 0 ≤ k ≤ m, 0 ≤ β < cw0. (4.7)

4) The tagged sender transmits a data frame at state ⟨u, k, 0⟩, but does not detect a
BCN reply. In this cace, the sender aborts the data transmission, switches to a new
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channel fu′ , and sets his backoff counter to one. The transition to state ⟨u′, k, 1⟩
occurs with probability

p(u′,k,1|u,k,0) = p(fu′) (1− pd(fu) + pd(fu)(pS + pC))

= p(fu′) (1− pd(fu)pI) , 1 ≤ u, u′ ≤ N, 0 ≤ k ≤ m. (4.8)

Using the one-step transition probabilities, we derive the transition matrix P

for the Markov model. Because the Markov model is three-dimensional, the matrix

elements of P are also matrices, given as follows

P =

1 2 3 · · · N

1

2

3
...

N



D11

Z21

Z31

...

ZN1

Z12

D22

Z32

...

ZN2

Z13

Z23

D33

...

ZN3

· · ·
· · ·
· · ·
. . .

· · ·

Z1N

Z2N

Z3N

...

DNN


,

(4.9)

where Dii (i = 1, 2, ..., N) and Zij (1 ≤ i, j ≤ N , i ̸= j) are matrices of dimensions∑m
i=0 2

i · cw0 ×
∑m

i=0 2
i · cw0. In P, the index of each row/column corresponds

to the channel index. Thus, P has a total of N2 matrix elements. Matrices Dii

(i = 1, 2, ..., N) in the diagonal of P correspond to those state transitions for which

the tagged sender does not switch channels. Matrices Zij (1 ≤ i, j ≤ N , i ̸= j)

correspond to those state transitions for which the sender switches channels.

For the steady-state distribution π, it holds that πP = π and
∑

j∈S πj = 1. This

non-linear system can be numerically solved for ptr, for known p(fi) and pd(fi). In

turn, knowledge of ptr allows us to compute the aggregate system throughput by

defining the following slot events for the entire system (not a tagged sender): (a)

idle, if no sender transmits during slot n, (b) success, if exactly one sender transmits

during slot n, (c) collision, if two or more senders attempt to transmit during slot

n. Denoting the event probabilities for an idle, successful, and collision slot by p′I ,

p′S, p
′
C , the network throughput is given by Proposition 4.
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Proposition 4. The aggregate FD-MMAC throughput for M terminals contending

over N channels under saturation is:

T =
N∑

u=1

p′S · pd(fu) · payload
E[τslot(fu)]

, (4.10)

where E[τslot(fu)] denotes the average slot duration for channel fu (derivation will

be given in the proof), and payload denotes the data frame length in bits.

Proof. In a single-hop network with N available channels, the aggregate network

throughput can be computed by summing the throughput of individual channels.

To obtain the throughput of a channel fu, we first compute the probabilities for

the following events. Let p′I denote the idle slot probability if no senders attempt

to transmit during slot n. Let also p′S denote the probability of a successful trans-

mission, if exactly one sender transmits during slot n. Finally, let p′C denote the

collision probability if two or more senders attempt to transmit during slot n. The

probability for each event is given by:

p′I = (1− ptr)
M
N

p′S = (
M

N
)ptr(1− ptr)

M
N

−1 (4.11)

p′C = 1− p′I − p′S,

where ptr is sender’s transmission probability at a time slot, and M
N

approximates the

number of senders contending on one channel. Based on the Markov model described

in Section 4.6, the transmission probability ptr can be computed by summing over

the probabilities of all states with a backoff counter value equal to zero on any of

the N channels. This is because a saturated sender will initiate transmission on any

channel, once its backoff counter reaches zero. Therefore, we have:

ptr =
m∑
k=0

π⟨u,k,0⟩, 1 ≤ u ≤ N. (4.12)
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From (4.12), ptr is also dependent on pI given pd(fu) and p(fu). Therefore, ptr can

be uniquely determined by finding a value satisfying the following equations: pI = (1− ptr)
M
N

−1

ptr =
∑m

k=0 π⟨u,k,0⟩, 1 ≤ u ≤ N.
(4.13)

Based on (p′I , p
′
S, p

′
C), the throughput of channel fu can be computed by [129]:

Tfu =
p′S · pd(fu) · payload

E[τslot(fu)]
. (4.14)

To derive the average slot duration for a channel, we need to know the actual

length of a success, collision, and idle slot. Let them be denoted by τS, τC , and τI

respectively. The length of a successful slot is defined as the duration of a success-

ful transmission. FD-MMAC complies with the basic access mechanism of IEEE

802.11 DCF, a successful transmission includes the transmission of a data frame,

a SIFS (Short Interframe Space) period, an ACK frame, and a subsequent DIFS

(DCF Interframe Space) period before which the backoff process is resumed. There-

fore, τS = τp + τSIFS + τACK + τDIFS, where τp and τACK denote the transmission

duration of data frame and ACK frame respectively, and τSIFS and τDIFS denote

the SIFS and DIFS period respectively. The length of a collision slot in FD-MMAC

is defined as the duration of a corrupted transmission or a transmission for which

the destination is not detected. Recall that FD-MMAC employs an early collision

detection mechanism, in which the sender uses the lack of BCN reply as an indi-

cation of a collision or of a failed destination discovery attempt. Thus, we have

τC = τPHY + τMAC + τBCN + τtimeout, where τPHY and τMAC denote the length of

PHY-layer and MAC-layer header, respectively, τBCN denotes BCN frame transmis-

sion duration, and τtimeout is the time out period. The average slot duration for

channel fu is derived as:

E[τslot(fu)] = p′I · τI + p′S · pd(fu) · τS + (1− p′I − p′S · pd(fu)) · τC . (4.15)
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Once E[τslot(fu)] is obtained, we are able to compute the throughput of fu using

(4.14). The aggregate network throughput is then derived as follows:

T =
N∑

u=1

Tfu =
N∑

u=1

p′S · pd(fu) · payload
E[τslot(fu)]

. (4.16)

4.7 Testbed Experiments and Simulations

In this section, we experimentally verify the PHY-layer techniques used by FD-

MMAC. Furthermore, we validate the throughput analysis of Section 4.6 and com-

pare FD-MMAC with prior art via packet-level simulations. Finally, we evaluate

the impact of various jamming strategies.

4.7.1 Validation of the PHY-layer Techniques

Testbed: We performed our experiments on NI USRPs devices [130], over the

2.4 GHz band. The signal processing blocks were implemented in Labview [130].

Transmissions were modulated using Quadrature Phase Shift Keying (QPSK). The

radios applied phase/frequency offset correction and time synchronization using 88-

bit preamble sequences.

Operation State Classification

To validate the operation state classification rules presented in Section 4.3, we repli-

cated the topology of Figure 4.3. Terminals A and B were placed 7ft apart and

transmitted concurrently. Terminal A transmitted 100 data frames carrying a 500-

bit payload, while B transmitted 500 BCNs with a 50-bit payload. We placed

terminal C at positions C1-C4 of Figure 4.3 and measured the EVM,RSS, and

the decodability of BCNs. Figure 4.9 shows the CDF of the EVM for each po-

sition of C. The RO and TO curves were combined, as they resulted in similar

values. We observe that the EVM in the CO region (position C3) is significantly



121

higher compared with all other locations due to the collision of P with the BCN.

The difference allows us to select the threshold γEVM for the EVM classification

rule. In our experiments, we set γEVM = −18 dB to achieve a false positive rate

of 2% (EVM < γEVM when in the CO region) and a false negative rate of 4%

(EVM ≥ γEVM when in the TO/RO region).
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Figure 4.9: The EVM CDF at the RO, CO, and TO regions.

For position C2, EVM < γEVM due to the capture effect [126]. To avoid the

classification of a terminal located at C2 as an exposed terminal, we use the mean

RSS value. Figure 4.10 shows the mean RSS value for different receiver locations,

averaged over the experiment duration. For the RSS classification rule, we set γRSS

to 1dBm. We observe that for location C2 (within 2ft from A), C has an RSS

value significantly higher than γRSS, and therefore infers that it is located in the

CO region, despite having an EVM < γEVM . Also, for exposed terminal locations

(more than 5ft from A), the EVM and RSS are below γEVM and γRSS, respectively.

Finally, we measured the fraction of BCNs that can be decoded by C over ten

repeated experiments (500 BCNs each run). We recorded zero decodable BCN at

locations C1, C2, and C3, while 100% of the BCNs were recovered at C4. We also

placed C in the vicinity of B but within the CO. For this position, terminal C was
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Figure 4.10: Average RSS at different positions.

able to decode a large fraction of BCNs and falsely assume it is in the RO region.

However, this error does not impact the correct FD-MMAC operation because, for

all practical purposes, a terminal in the RO region defers from transmission.

Signal Correlation

We experimentally evaluated the signal correlation technique for the exposed ter-

minal topology of Figure 4.5(b). Terminal A transmitted 500-bit long data frames

continuously while terminal D transmitted 50-bit long BCNs. Terminal C applied

the signal correlation method to detect BCND frames. Figure 4.11 shows the nor-

malized correlation for a snapshot of ten BCNs, when C is placed between A and

D, at a 7ft distance from each. The correlation peaks correspond to the BCN trans-

missions and can be clearly distinguished. In our experiments, we set the detection

threshold to 0.005. Furthermore, we placed C in three discrete positions between

A and D and measured the percentage of BCND frames that can be detected by

correlating the received signal with the known BCN pattern (preamble + payload).

Terminal D transmitted 1,000 BCNs. The results are shown in Table 4.2. Distances

are measured from D.
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Figure 4.11: Normalized correlation values for 10 BCN frames.

Table 4.2: Fraction of detected BCN frames

Distance from D 3 ft 5 ft 7 ft
Percentage 100% 99% 94%
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Table 4.2 shows that a terminal in the collision domain of two transmitters can

reliably detect a frame with known pattern using the signal correlation technique.

4.7.2 Performance Evaluation of FD-MMAC

In this section, we evaluate the performance of FD-MMAC and compare it with

prior art via simulations.

DE SE

S1 D1

SH DH

S2 D2

Sn Dn

.   .   .

collision

domain

exposed

terminal

hidden

terminal

Figure 4.12: The network topology used in the simulation experiments.

Simulation setup: We performed packet-level simulations using OPNETTM

[112]. In our setup, multiple sender-destination pairs (flows) were organized in the

topology of Figure 4.12 and shared orthogonal channels with 2Mbps capacity. The

frame arrival process at each sender followed the Poisson distribution with an average

arrival rate equal to λ frames per second, unless otherwise specified. Each frame

was 512 bytes long. Every sender generated traffic for at least two destinations, so

more than one senders contended for the same destination. The average switching

delay and slot duration were set to 20µs each. Simulations were run for 40 sec and

results were averaged over 10 simulation runs.

Throughput (T )

In the first set of experiments, we compared FD-MMAC’s throughput with the

throughput of the SP-MMAC in [8] and the DCC-MMAC in [19]. The control and

data phase of SP-MMAC were set to 20ms and 80ms, respectively. Figures 4.13 and
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4.14 compare the aggregate throughput for a varying number of flows contending

over three channels and co-located in the same collision domain (senders SE and

SH were idle). For low λ’s, all protocols achieve similar throughput due to low con-

tention. However, in high load conditions, FD-MMAC achieves significantly higher

aggregate throughput due to the elimination of signaling for channel negotiation and

virtual carrier sensing. The maximum FD-MMAC throughput is close to 5.5MBps

under high load (total capacity of the three channels is 6Mbps). Figures 4.15(a)

and 4.15(b) show the average per-flow throughput of FD-MMAC and SP-MMAC.

FD-MMAC significantly outperforms SP-MMAC in high load conditions.
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Figure 4.13: (a) Aggregate T of FD-MMAC and SP-MMAC when 3 and 6 flows are
within same collision domain, (b) aggregate T of FD-MMAC and SP-MMAC when
9 and 12 flows are within same collision domain.

In the second set of experiments, we placed five flows S1 → D1,. . . ,S5 → D5

in the same collision domain, while SE operated as an exposed terminal to S1-

S5. For FD-MMAC, we considered two scenarios. In the first scenario, BCNs and

ACKs were perfectly detected using signal correlation. In the second scenario, 5% of

BCNs and 5% of ACKs were undetectable by the intended recipients. Figure 4.16(a)

shows the aggregate throughput for varying λ. We observe that in high load condi-

tions, FD-MMAC achieves an aggregate throughput that is 83% higher compared



126

10
1

10
2

10
30

1

2

3

4

5

6

λ (packets/sec)

T
(M

b
p
s)

DCC-MMAC, 3 flows
DCC-MMAC, 6 flows
DCC-MMAC, 9 flows
DCC-MMAC, 12 flows

Figure 4.14: Aggregate T of DCC-MMAC when 3, 6, 9, and 12 flows are within
same collision domain.

with SP-MMAC and 92% higher compared with DCC-MMAC under ideal operating

conditions. The throughput improvement drops to 70% and 78%, respectively, when

5% of BCNs and ACKs are lost.

The superior performance of FD-MMAC is due to the parallel operation of SE

with any of the S1-S5. In fact, the individual throughput of SE was 63% higher than

the throughput of S1-S5 because SE did not contend with other senders/ At every

transmission attempt, SE classified its state as an exposed terminal and continued

the backoff countdown. We also evaluated the concurrent operation of exposed

and hidden terminals (both SE and SH were active senders). Figure 4.16(b) shows

that FD-MMAC achieves 56% and 53% higher throughput in high load conditions

compared with SP-MMAC and DCC-MMAC, respectively.

Delay

In the third set of experiments, we evaluated the frame delay for bursty frame ar-

rivals. We loaded the transmission queue of each sender with 100 data frames and

measured the delay until all 100 frames were delivered to their respective destina-

tions. All flows were within same collision domain. Figure 4.17 shows the average
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Figure 4.15: (a) Per-flow average T for FD-MMAC and SP-MMAC when 3 and 6
flows are within same collision domain, (b) per-flow average T for FD-MMAC and
SP-MMAC when 9 and 12 flows are within same collision domain.

delay as a function of the number of competing flows. We observe that FD-MMAC

reduces the delay due to the elimination of the control message exchange before

frame transmissions. The delay increases almost linearly with the number of con-

tending flows for all protocols, because the available channels are shared by more

flows in a fair manner.

Validation of the Theoretical Throughput Analysis

To validate the Markov model proposed in Section 4.6, we compared the saturation

throughput computed via Proposition 4 with the throughput measured in simu-

lations. To simulate saturated traffic, we implemented backlogged queues at all

senders by employing a deterministic traffic model with fixed frame arrival rate of

1000 frames per second. For the analytical model, we varied the number of flows to

saturate nine channels and computed the aggregate throughput when: (a) a channel

priority list is employed to resolve ties in the CST (best case), and (b) ties are bro-

ken arbitrarily (worst case). For the first scenario, we set p(fi) = pd(fi) = 1. That

is, the first channel in priority list is always preferred (p(fi) = 1) and the destination
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Figure 4.16: (a) Aggregate T in the presence of an exposed terminal, (b) aggregate
T in the presence of one exposed and one hidden terminal.
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is always found on that channel (pd(fi) = 1). For the second scenario, terminals

switch at any channel with equal probability (p(fi) = 1
N−1

) and discover the des-

tination with equal probability (pd(fi) = 1
N−1

). We observe from Figure 4.18 that

the throughput obtained via simulations lies between the best-case and worst-case

scenarios. Under low contention, the achievable throughput is better approximated

by p(fi) = pd(fi) = 1, as senders are likely to find their destination when switch-

ing according to the CST. On the other hand, increased contention causes frequent

channel switching making the CST view of each terminal obsolete faster. Therefore,

the probabilities of switching to a channel and finding the destination approximate

the uniform distribution. We note that the mismatch between the simulation and

analytical results are due to several simplifying assumptions stated in Section 4.6.

Nevertheless, the two theoretical scenarios yield useful best-case and worst-case per-

formance indicators under saturation conditions.
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Figure 4.18: Comparison of the analytical aggregate throughput with the simulated
throughput.

Fairness and Load Balancing

We also examined the fairness and load balancing properties of FD-MMAC under

different traffic load conditions. To evaluate fairness, we use Jain’s Fairness Index
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(FI):

FI =
(
∑n

i=1 Ti)
2

n×
∑n

i=1(Ti)2
, (4.17)

where Ti is the throughput of the ith flow and n is the total number of flows.

The FI equaled 0.91 for a topology with one exposed and one hidden terminal

active. This was due to the higher throughput attained by the exposed and hidden

terminal flows. As an exposed terminal, SE did not contend with other senders (it

could operate in parallel with any other sender), thus achieving higher throughput.

Moreover, SE did not experience any destination discovery delay because DE stayed

on a particular channel and was always available for reception (DE always perceives

its resident channel idle). Similarly, DH did not switch channels, making the desti-

nation discovery delay for SH negligible. The FI increased to 0.99 for a topology

with six flows in the same collision domain, indicating that FD-MMAC achieves fair

distribution of resources among competing flows.

We note that although FD-MMAC employs a CSMA/CA-like backoff mechanism

to resolve contention, it does not exhibit the well-known unfairness of the exponential

backoff process [131]. This is because collisions are rare due to the availability

of several channels and the use of BCNs as a virtual carrier sensing mechanism.

Moreover, collisions that corrupt the first BCN (most probable collision scenario)

are interpreted by the sender as a failure to discover the destination and cause a

channel switch without doubling the contention window. As a result, the colliding

terminals does not have an unfair advantage in accessing the new channel after a

switch.

We also evaluated the traffic load carried by each channel by computing the Load

Balancing Index (LBI) under high load:

LBI =
(
∑N

i=1 Tfi)
2

N ×
∑N

i=1(Tfi)
2
, (4.18)

where Tfi is the aggregate throughput on channel fi.

The LBI equaled 0.86 for a topology with one exposed and one hidden terminal.
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This was due to the concurrent operation of the exposed terminal on the same

channel with another flow and the use of the single channel by the hidden terminal

destination (no channel switching). The LBI increased to to 0.99 for a topology

with all flows in the same collision domain.

4.7.3 Chapter Summary

We proposed FD-MMAC, a distributed MMAC protocol that exploits FD communi-

cations to coordinate channel access at low control overhead. FD-MMAC eliminates

control signaling over a common control channel to improve spectral efficiency and

to mitigate DoS attacks launched against control channels. The FD-MMAC proper-

ties are achieved by utilizing an advanced suite of PHY-layer techniques, including

SIS, EVM and RSS measurements, and signal correlation techniques. We analyti-

cally evaluated the saturation throughput of FD-MMAC using a three-dimensional

Markov model. Finally, we experimentally validated the PHY layer techniques em-

ployed by our protocol on the NI USRP testbed and measured its performance via

simulations. Our simulations showed that FD-MMAC achieves significantly higher

throughput compared with prior MMAC designs.
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CHAPTER 5

JAMMING RESISTANT MULTI-CHANNEL MEDIUM

ACCESS CONTROL

5.1 Introduction

5.1.1 Motivation

As discussed in Chapter 4, FD-MMAC was primarily designed to eliminate the need

for a common control channel. As such, it is capable of preventing the network from

DoS attacks on the control channel. We illustrate the impact of control channel

jamming on different MMAC protocol types using Figures 5.1, 5.2, and 5.3. For

the SP-MMAC and DCC-MMAC designs, which were not designed with security in

mind, communications on all channels can be easily denied by jamming the control

channel used for coordinating channel access. For SP-MMACs, jamming the control

channel during the control phase is sufficient to prevent transmissions on all channels

during the upcoming data phase. This attack is demonstrated in Figure 5.1. It is

highly efficient since the adversary jams a single channel and only during the control

phase. Similarly, in DCC-MMACs, jamming the DCC is sufficient for blocking the

communications on all available channels, as shown in Figure 5.2. In FD-MMAC,

a jammer without a single target must spread his resources over all channels, thus

allowing for jamming-free transmission opportunities. This scenario is depicted in

Figure 5.3. In this chapter, we study the anti-jamming properties of FD-MMAC

and extend FD-MMAC to combat jamming.

5.1.2 Main Contributions and Chapter Organization

We define a comprehensive reactive jamming model for MMAC protocols based on

the cross-layer consideration of the PHY and MAC layers. Our model analyzes
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DATA 

f1

f2

f3

DATA 

DATA 

jammed packets

DATA 
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the jamming period (time spent jamming a transmission) as a function of the er-

ror correction capability (ECC), modulation order, and interleaving function. We

further analyze various jamming attacks on FD-MMAC based on the jammer’s tar-

geted frames, channel dwell period (time he resides on a target channel), and chan-

nel switching strategy. We extend FD-MMAC to combat jamming by investigating

cryptographic interleaving at the PHY-layer, random channel switching, and switch-

ing according to a common secret channel priority list. We evaluate FD-MMAC’s

resilience to jamming by studying the relationship between the jammer’s effort, the

channel dwell period, the adopted PHY layer parameters, and the throughput and

goodput.

Chapter Organization: In Section 5.2, we define the jamming model. Section

5.3 describes various jamming attacks on FD-MMAC. In Section 5.4, we discuss

possible modifications of FD-MMAC for improving its anti-jamming properties. In

Section 5.5, we evaluate the performance of FD-MMAC under the jamming attacks

presented in Section 5.3. Section 5.6 concludes the chapter.

5.2 Jamming Model

We consider a fast-hopping jammer, denoted by J , with negligible channel switching

delay. The jammer can interfere with one channel at any time. The jammer is

reactive and operates in two phases: the sensing phase and the jamming phase.

During the sensing phase, the jammer senses the current channel for a sensing

period τs to estimate the channel state. During the jamming phase, the jammer

transmits an interfering signal for a jamming period τj, with sufficient power to

corrupt interfered symbols. The selection of τs, τj, and of the channel switching

pattern form a jamming strategy. Such strategies differ in sophistication, resource

requirements, and effectiveness. To capture these differences we use the following

metrics.
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Definition 1. Jamming effort A: The fraction of time that the adversary jams

any of the N available channels.

A =
1

NT

N∑
i=1

α(fi), (5.1)

where α(fi) is the time that fi is jammed over period T .

Definition 2. Effective hopping rate R: The inverse of the channel dwell period

τd = τs + τj, which is the period spent by the jammer on a channel for performing

channel sensing and/or jamming. That is, R = 1
τd
.

5.2.1 Determining the Jamming Period τj

Consider the transmission of frame P from A to B. Let P be encoded with a

channel coding scheme that can correct up to any e bit errors. Encoded frame P

is modulated to complex symbols, which are transmitted every Ts (Ts denotes the

symbol duration). For symbol s[k] transmitted by A, the received symbol r[k] at B,

when corrupted by a jamming signal j[k], can be expressed as:

r[k] = Hs[k] +Gj[k] +w[k], (5.2)

where H = hejθ is the channel response of the A-B channel, G = gejϕ is the

channel response of the J-B channel and w[k] is random complex noise. Here, h, g

refer to the channel attenuation and θ, ϕ refer to the channel phase shift. During

the demodulation process, the receiver compensates for H and attempts to recover

s by mapping r to the closest symbol s′ in the Euclidean distance sense1. However,

s′ may differ from s, due to Gj and w.

The jammer could attempt to design j such that r is mapped to a desired symbol

s′. However, to craft j, the jammer must know a prioriH, G, w, and the transmitted

symbol s. From these parameters, s cannot be known before it is transmitted, while

the rest vary with time. Therefore, the jammer has no advantage in constructing j to

1For convenience, we drop the “[k]” notation, when unnecessary.
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fall within a specific region in the constellation diagram. Given independent values

for Gj, w, s, and H, we can assume that the received symbol s′ takes any of the

q symbol values equiprobably. Let random variable (RV) X denote the number of

flipped bits, when a symbol s is jammed and decoded to a symbol s′. The probability

mass function (PMF) of X is given in Proposition 5.

Proposition 5. For a q-order modulation, the PMF of X is:

Pr[X = x] =
1

q

(
log2 q

x

)
. (5.3)

Proof. For random values of j and w, a transmitted symbol s is mapped to any of

the q symbols of the constellation with equal probability. Therefore, the probability

that x out of the log2 q bits of s are flipped is:

Pr[X = x] =
∑
s′

Pr[r→ s′ : H(s, s′) = x]

=
1

q

(
log2 q

x

)
, (5.4)

where H(s, s′) is the Hamming distance between the bit pattern (Gray codeword)

assigned to s and s′, respectively. Proposition 5 follows immediately by noting that

for any s, there are exactly
(
log2 q
x

)
symbols s′ with a Hamming distance equal to x

and r is decoded to one of these symbols with probability 1
q
.

Using Proposition 5, we can compute the probability of corrupting P, when P is

jammed for τj symbol periods.

Proposition 6. Let RV Sy = X1+X2+ . . .+Xy be the number of flipped bits when

y symbols are jammed. Here, X1, X2, . . . ,Xy are i.i.d.s, following the distribution

in (5.3). The complementary cumulative probability mass function (CCMF) of Sy

is:

Pr[Sy > e] = 1−
(
1

q

)y e∑
i=0

(
y log2 q

i

)
. (5.5)
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Proof. To compute the CCMF of Sy, we first note that Sy is the sum of y i.i.d.’s

following the distribution of Proposition 5. The distribution of the sum of y i.i.d.

RVs is given by the discrete convolution formula. We compute this formula for y = 2

and then extend to the general case by induction. For RV S2 = X1 +X2, it follows

that:

Pr[S2 = e] =
e∑

i=0

Pr[X1 = i] Pr[X2 = e− i]

=
e∑

i=0

1

q

(
log2 q

i

)
1

q

(
log2 q

e− i

)
=

(
1

q

)2 e∑
i=0

(
log2 q

i

)(
log2 q

e− i

)
=

(
1

q

)2(
2 log2 q

e

)
. (5.6)

In (5.6), we have used the Vandermonde convolution theorem for the compu-

tation of the summation of binomial coefficients. For an arbitrary y, by induction

(convolution of Sy−1 with Xy) the PDF of Sy is:

Pr[Sy = e] =

(
1

q

)y (
y log2 q

e

)
(5.7)

It is straightforward to verify that (5.7) is a valid probability distribution as:

y log2 q∑
e=0

Pr[Sy = e] =

(
1

q

)y y log2 q∑
e=0

(
y log2 q

e

)
=

(
1

q

)y

2y log2 q

= 1.
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From (5.7), it immediately follows:

Pr[Sy > e] = 1−
(
1

q

)y e∑
i=0

(
y log2 q

i

)
. (5.8)

Using Proposition 6, the jammer can determine the jamming period τj = yTs,

such that a frame P protected from up to e errors and modulated with a q-order mod-

ulation is corrupted beyond recovery with a desired probability. In Figure 5.4(a),

we show the probability of corrupting P as a function of number of jammed symbols

(y) and for different modulation orders, when e = 10. Based on Figure 5.4(a), to

drop P with probability 0.9 when q = 4, the jammer has to jam y = 13 symbols,

yielding a τj = 13Ts. In Figure 5.4(b), we show the CCMF of Sy as a function of y

for different ECC thresholds, when q = 4.
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Figure 5.4: The CDF of corrupting e bits when jamming y symbols for (a) e = 10
and varying modulation order q and, (b) q = 4 and varying e.

5.3 Jamming Attacks on FD-MMAC

In this section, we describe reactive jamming attacks on FD-MMAC. The jammer’s

strategy is defined by the targeted frames, the selection of τj and τs, and the channel
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Figure 5.5: Jamming attacks on FD-MMAC.

switching strategy. We examine the jamming of a) any frame, b) ACK frames, and

c) BCN frames.

5.3.1 Jamming Any Frame

When the jammer does not target a particular frame type, it can initiate his jamming

attack immediately after a channel is detected to be busy. This approach minimizes

τs for determining the channel state to one slot. In Figure 5.5(a), we show a jammer

applying the reactive jamming strategy independent of the transmitted frame. The

jammer detects a transmission on f3 after sensing f1 and f2 idle. It jams f3 for τj

and corrupts P1. It then hops to f4 and jams the transmission of P2. However, the

receiver is able to recover P2 because only a small portion of P2 is jammed.

5.3.2 Jamming ACK Frames

The jammer can choose to target the ACKs arriving at the sender. The ACK

jamming strategy is presented in Figure 5.5(b). The jammer detects the transmission

of P1 and extends the sensing period until the ACK transmission is initiated. It
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then jams the transmission of ACK1. Jamming ACKs is equivalent to jamming

the corresponding data frames, as it forces data retransmission. However, in FD-

MMAC, ACKs can be detected even if they are not correctly decoded by applying

the signal correlation method. Moreover, ACK jamming requires a significantly

longer sensing period τs. This is because the jammer has to continuously sense his

resident channel until the ACK transmission is initiated. The average sensing period

is given by the following proposition.

Proposition 7. For an adversary switching to a channel with an active data trans-

mission, the average sensing period E[τs] until an ACK frame can be jammed is:

E[τs] =
τp
2
+ τSIFS, (5.9)

where τp denotes the data frame transmission duration and τSIFS denotes the short

inter-frame space (SIFS) period between the data frame and the ACK.

Proof. To jam an ACK over a channel fi, the adversary J must switch to fi while

a data frame P is transmitted. Since J switches over various channels in arbitrary

fashion (channels are selected at random and the jammer’s channel dwell time de-

pends on current traffic patterns), we can assume that the time at which J switches

to fi while P is being transmitted follows the uniform distribution U(0, τp). Conse-

quently, the average time until the end of P ’s transmission is equal to τp
2
. Adding

the SIFS time τSIFS that separates a data frame from an ACK transmission proves

Proposition 7.

Note that for most realistic PHY layer parameters, τj is significantly smaller

than τp
2
. Therefore, targeting ACKs reduces the effective channel hopping rate R

compared to targeting any frame.

5.3.3 Jamming BCN Frames

The jammer can target the BCN frames sent by the destination during a data

transmission. Recall that the first BCN is used by the sender to verify that the



141

destination resides on the same channel and is receiving. If the first BCN is jammed,

the sender will abort the transmission of the data frame and switch to another

channel. Figure 5.5(c) shows a BCNs jamming scenario. The jammer jams the

first BCN1 because it switched to f3 during the transmission of P1’s PHY header.

However, it missed the first BCN2 for P2. The probability of hitting the first BCN

for a jammer that switches to a busy channel is given in following proposition.

Proposition 8. The probability of jamming the first BCN of duration τBCN when

switching to a busy channel is:

Pr[BCN = jam] = 1− τPHY + τMAC + τBCN − τj
τp

. (5.10)

where τPHY and τMAC denote the PHY header and MAC header duration, re-

spectively.

Proof. Let the adversary switch to channel fi during the transmission of P . The

jammer’s switching time and the transmission start time are independent events.

Hence, without loss of generality, we assume that switching time follows a uniform

distribution U(0, τp)
2. To have the opportunity of jamming the first BCN frame, the

jammer must switch to fi before the end of the BCN transmission, which is equal

to τPHY + τMAC + τBCN . Moreover the jammer must have time to corrupt sufficient

number of bits from the BCN. If the jamming period to drop BCN is equal to τj,

the jammer must switch to fi before time τPHY + τMAC + τBCN − τj has elapsed

from the beginning of the frame transmission. The proof follows by noting that the

switching time follows the uniform distribution U(0, τp).

Note that the sender may still be able to detect a jammed BCN using signal

correlation. Verification of the BCN transmission is not based on frame decoding,

but on the correlation of the received signal with the known BCN bit pattern.

Moreover, if the jammer misses the first BCN transmission, he has no incentive of

2In our analysis, we have ignored the case where the jammer switches to channel that is sensed
to be busy due to the transmission of an ACK frame.
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jamming subsequent BCN frames. This is because those frames are only used to

occupy the channel in the receiver’s collision domain such that hidden terminals

sense this channel to be busy. The superposition of a jamming signal with the BCN

maintains the busy channel state.

Best strategy for the reactive jammer: Based on our reactive strategy anal-

ysis, we conclude that the best jamming strategy against FD-MMAC is to target

any frames. This strategy maximizes the effective channel hopping rate and requires

relatively small jamming effort. Moreover, ACK and BCN frames are better pro-

tected than data frames due to the application of the signal correlation technique for

their detection. Furthermore, to jam ACKs, the jammer must prolong the sensing

period to the end of the frame transmission. Finally, BCN jamming is only effective

if the first BCN arriving at the sender is jammed.

5.3.4 Channel Switching

To quickly discover occupied channels, the jammer can take advantage of the channel

priority list and the CST. Similar to any other terminal, the jammer can keep track

of the channel state of all channels he senses and construct a CST, following the

rules presented in Section 4.5.1. He can then hop between the channels according

to the CST, using the channel priority list to break ties. In the next section, we

describe several techniques for mitigating the jammer’s effectiveness in discovering

occupied channels.

5.4 Improving FD-MMAC Resilience to Jamming

In this section, we discuss possible modifications of FD-MMAC for improving its

anti-jamming properties. Specifically, we investigate cryptographic interleaving at

the PHY-layer, random channel switching, and switching according to a common

secret channel priority list. The latter method differs from classical FH in several

ways. First, terminals do not continuously hop in a synchronous fashion. Second,

when a terminal is in “Switch” state, it selects the next hop independently from
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other terminals based on its individual CST. Despite the use of a common secret

channel priority list, the FH sequences formed by each terminal’s switching decisions

are unique. The proposed improvements are at the expense of key management

for establishing and maintaining secrets among terminals. The key management

problem is a well-studied one, and is beyond the scope of this article.

5.4.1 Cryptographic Interleaving

In most scenarios, a frame P may consist of several codewords, which are interleaved

to combat burst errors. For simplicity, consider a block interleaver of depth ∆ that

permutes Γ symbols of ∆ codewords (∆ × Γ denotes the interleaving period) using

a permutation function Π:{1 . . .∆Γ}→{1 . . .∆Γ}. The interleaver depth ∆ denotes

the minimum separation in symbol periods at the interleaver output (and hence,

the wireless channel) between any two adjacent symbols at the interleaver input. A

block interleaver with ∆ = 5 applied to 10-symbol codewords is shown in Figure

5.6. Codewords are arranged row-wise and symbols are transmitted column-wise.

. . .

. . .

. . .

. . .

Block interleaving

re
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d
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e
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Cryptographic interleaving

Figure 5.6: A block interleaver of depth ∆ and period ∆× Γ, applied to codewords
of length Γ symbols.

Interleaving does not reduce the total number of symbols that must be jammed

to corrupt a frame. However, it can potentially prolong the jamming period τj.

Let a codeword be corrupted if more than y symbols are jammed. As y symbols

of any codeword are spread over time y∆Ts, the jammer must remain on the same

channel for y∆Ts to corrupt the targeted frame. This is a ∆-fold increase on τj com-

pared to non-interleaved communications. We note, however, that the interleaver
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permutation Π is typically publicly known. A sophisticated jammer with negligible

channel switching delay could selectively target y symbols from the same codeword

and switch to other channels when symbols from other codewords are transmit-

ted. For instance, the jammer could target symbols {s[1], s[2], . . . , s[10]} of the first
codeword. Following this strategy, the jammer can jam more than one channels over

time y∆Ts.

To prevent the jammer from exploiting the known Π, we can apply cryptographic

interleaving [25]. In cryptographic interleaving, Π becomes a function of a secret

key sk shared between the sender and the destination and of the current time te,

quantized to epochs. Without access to sk, the jammer cannot know the symbol

positions of a codeword within an interleaved block. Moreover, the use of the current

epoch te allows the sender and the destination to update Π(sk, te) periodically. A

random permutation could violate the minimum symbol separation requirements,

leading to poor interleaving performance. To address this issue, we construct Π

from random column sub-permutations of the original interleaved block. Let Π =

{π1, π2, . . . , πΓ}, where πi is the sub-permutation applied to column i. Each πi is a

random permutation of {1 . . .∆}, indicating a symbol rearrangement column-wise.

The resulting interleaved block after the application of Π is shown in Figure 5.6.

Under cryptographic interleaving, the required jamming period for corrupting y

symbols of the same codeword is given by the following proposition.

Proposition 9. Let a ∆×Γ cryptographic interleaver be constructed using random

column sub-permutations Π = {π1, π2, . . . , πΓ}. The adversary is guaranteed to jam

y consecutive symbols from the same codeword, if he jams (y − 1)∆ + 1 consecutive

symbols.

Proof. We first show that jamming (y− 1)D+1 consecutive symbols is sufficient to

jam y symbols from one codeword and for any permutation Π. Consider the jamming

of (y−1)D consecutive symbols, starting from any symbol s[i]. The (y−1)D symbols

span across at least (y − 1) columns of the interleaving block. By construction of

Π, every column contains one symbol from each of the D codewords. Therefore,
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at least (y − 1) symbols from each codeword are jammed. Jamming one additional

symbol guarantees that y symbols that belong to a single codeword are jammed.

It can be easily shown by an example that jamming fewer than (y − 1)D + 1

consecutive symbols does not guarantee the jamming of y symbols from one code-

word. Consider any Π that maintains a fixed symbol separation of D (symbols of

any codeword are separated by (D − 1) other symbols). Such a Π can be obtained

by simply rearranging the rows of the interleaving block. Because of the fixed sym-

bol separation D, jamming (y − 1)D consecutive symbols leads to the jamming of

exactly (y − 1) symbols from each of the D codewords. Hence, an additional sym-

bol needs to be jammed to guarantee the jamming of y symbols from at least one

codeword.

By combining Propositions 6 and 9, the jammer can determine the appropriate

jamming period τj that leads to the irrecoverable corruption of a frame P , when

cryptographic interleaving is applied. This is done as follows. Let P be interleaved

with a cryptographic interleaver of depth D, be modulated with a q-order modu-

lation, and be protected by a channel code that can correct up to e errors. Using

Proposition 6, the jammer chooses the number of symbols y that must be corrupted

to drop P with the desired probability Pr[S⃗y > e]. He then jams (y − 1)D + 1

consecutive symbols to corrupt y symbols from at least one codeword in P . As a

numerical example, when e = 30bits and q = 4, the jammer must corrupt y = 35

symbols to drop P with probability 0.8 (see Figure 5.4(b)). Taking into account a

cryptographic interleaver of D = 5, the jamming period must extend to 171 symbols

to corrupt P with probability 0.8.

5.4.2 Randomizing the Channel Priority List

To further improve the resilience of FD-MMAC to jamming, we consider the ran-

domization of the channel priority list used to break ties in the CST. A jammer could

exploit this list to jam high-priority channels with higher probability. Two possible

improvements can be adopted. First, senders and destinations could eliminate the
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channel priority list in the presence of jamming and break channel ties arbitrarily.

This will increase the destination discovery delay, but prevent the jammer from

accurately guessing the next hop.

An alternate approach is to incorporate cryptographically-protected channel pri-

ority lists. In the case of a tie, the involved channels are ordered based on a pre-

agreed secret permutation ρ(gk, te), where gk is a globally shared secret3 and te is

the current epoch.

The secrecy of the channel priority list prevents the jammer from targeting those

channels that are assigned a higher priority, which are more likely to host transmis-

sions. Although the permutation ρ(gk, te) that determines the channel priority re-

mains secret, the adversary could still infer it by profiling the traffic on each channel.

We prevent this profiling attack by periodically updating ρ(gk, te) at every epoch.

The epoch duration typically spans many frame transmissions.

5.5 Performance Evaluation of FD-MMAC under Jamming Attacks

In this section, we evaluate the performance of FD-MMAC under various jam-

ming strategies. We studied the relationship between the jamming effort, the jam-

mer’s hopping strategy, the adopted PHY-layer parameters, and achievable through-

put/goodput. We did not evaluate SP-MMACs and DCC-MMACs, as these pro-

tocols were not designed to operate under jamming. In fact, these protocols are

expected to achieve zero throughput for a reactive jammer targeting solely the con-

trol channel. For FD-MMAC, we focused our attention to a jammer that targets

any frame to minimize the sensing period τs and therefore, maximize the effective

hopping rate. We considered both cryptographically protected and publicly known

channel priority list. All simulations were run for 40 sec and results were averaged

over 10 simulation runs. We placed senders and destinations in the same collision

domain. Senders were always backlogged with data frames. We varied the proba-

3A locally agreed group key could be used instead of a global key to prevent the key exposure
with a single node compromise. Note that gk is never exposed to cryptanalysis, as it is not used
to encrypt data. Key gk could also be refreshed on every epoch te.
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bility of corrupting a jammed frame by varying the jamming period τj (see Section

5.2 for the relation between the frame corruption probability and the jamming pe-

riod). We used the following metrics to evaluate the FD-MMAC performance under

jamming.

(a) Jamming effort and effective hopping rate: The jamming effort A (%) and ef-

fective hopping rate R (channels/ms), as specified in Definitions 1 and 2.

(b) Normalized throughput : The average sender throughput, normalized over the

per-sender throughput in the absence of jamming.

(c) Normalized goodput : The average sender goodput, normalized over the sender

goodput in the absence of jamming. We use the Gilbert-Varshamov (GV) lower

bound [132] to translate the achieved throughput to goodput, for varying ECC

thresholds.

5.5.1 Jamming Effort and Effective Hopping Rate

We evaluated the jamming effort A and effective hopping rate R for varying τj.

Figure 5.7(a) compares the jamming effort of a reactive jammer for 12-channel/3-

flow and 12-channel/12-flow scenarios. As expected the jammer expends more effort

in the 12-channel/12-flow scenario (∼8%). This is consistent with a jammer who is

always active on one channel (jamming one out of 12 channels). Figure 5.7(b) shows

the effective hopping rate of the jammer for varying τj. As expected, the jammer

hops faster under light traffic (12-channel/3-flow) to discover the occupied channels.

Our results are consistent with Figure 5.7(a), because the effective hopping rate is

roughly the inverse of the jamming effort, for a short sensing period τs.

5.5.2 Impact of Error Correction Capability

We evaluated the impact of the ECC on the jammer’s effectiveness under the cryp-

tographically protected channel priority list. Figure 5.8(a) shows the normalized
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Figure 5.7: (a) Jamming effort (%) when 3 and 12 flows contend over 12 channels, (b)
effective hopping rate (channels/ms) when 3 and 12 flows contend over 12 channels.

throughput when 12 senders/destinations contend over 12 channels. It is interest-

ing to note that FD-MMAC maintains high throughput when ECC=0.1 and 0.2

independent of τj, due to the tradeoff between τj and R. A higher τj increases

the probability of corrupting jammed frames beyond recovery, but reduces the ef-

fective hopping rate, thus reducing the number of frames that can be jammed per

unit of time. The reduced effective hopping rate justifies the high throughput for

large τj values, even when ECC=0. Figure 5.8(b) shows the normalized through-

put for a 3-flow scenario. In light traffic conditions, the jammer’s effective hopping

rate is increased, allowing him to discover the channels occupied by the three flows.

Longer jamming periods increase the frame corruption probability and hence, reduce

throughput.

5.5.3 Impact of Channel Priority List Knowledge

We further evaluated the impact of jamming when the jammer is aware of the

channel priority list used to break ties. In this set of experiments, we set the jammer

to switch channels according to its own CST and to break ties in the channel idle

times according to the publicly-known channel priority list. Under this switching
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Figure 5.8: (a) Normalized throughput as a function of τj for varying ECC for 12
flows contending over 12 channels with secret channel priority list, (b) normalized
throughput as a function of τj for varying ECC for 3 flows contending over 12
channels with secret channel priority list.

strategy, it is expected that the jammer would discover occupied channels faster.

Figure 5.9 shows the normalized throughput for a 12-channel/12-flow scenario and

a 12-channel/3-flow scenario, for varying ECC. For the first scenario, we observe

that the FD-MMAC throughput is similar to the case where the channel priority

list remains secret (Figure 5.8(a)). This is because all channels are occupied and

therefore, the jammer’s switching strategy does not impact the jammer’s success

in discovering active transmissions. On the other hand, the jammer improves his

effectiveness in the 3-flow scenario, because it scans through the available channel

in an order similar to that used by the terminals.

5.5.4 Impact of the Number of Available Channels

We evaluated the impact of the number of available channels. Figure 5.10 shows

the normalized throughput for the reactive jammer for varying number of channels

and ECC. As expected, the jammer’s effectiveness decreases as ECC increases. The

jammer performs the worst when six flows contend over six channels. Under the lat-

ter scenario, the destination discovery delay and contention levels remain relatively
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Figure 5.9: Normalized throughput as a function of τj for varying ECC for 12 and
3 flows contending over 12 channels with public channel priority list.

low.

5.5.5 Goodput Evaluation

We also evaluated the normalized goodput under the reactive jamming strategy for

varying ECC capability. We used the GV lower bound [132] to convert throughput

to goodput, by finding an achievable code rate for a given relative distance. Figure

5.11(a) shows the normalized goodput for the scenario simulated in Figure 5.8(a)

(the goodput is equal to the throughput, scaled by the code rate). We note that for

ECC=0.1, the goodput remains close to 20% for all values of τj. Moreover, although

ECC=0.2 yields the highest throughput in the experiments of Figure 5.8(a), the

achievable goodput is only about 2% due to the low achievable code rate. On the

other hand, lack of any ECC protection maximizes the goodput when the jammer

dwells on channels for long time periods due to the increased τj.

Figure 5.11(b) shows the normalized goodput for the scenario simulated in Figure

5.10. Although ECC=0 yields the lowest throughput in the experiments of Figure

5.10, the performance without coding is higher when the available channels are

less than nine. For larger number of available channels, ECC=0.1 yields the best
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Figure 5.10: Normalized throughput as a function of the number of available chan-
nels for a 6-flow scenario, for varying ECC when τj = 0.4.

goodput performance. As in the case of Figure 5.11(a), the goodput of ECC=0.2 is

the lowest due to the low code rate of coding schemes with such ECC capability.

The goodput results depicted in Figures 5.11(a) and 5.11(b) indicate that the

anti-jamming properties of FD-MMAC are primarily due to avoiding the jammer

rather than correcting jammed frames. For jammers with low effective hopping

rate, eliminating coding overall yields better performance. This strategy maximizes

the per-frame goodput for jamming-free frames. For more aggressive jammers with

faster effective hopping rates, offering moderate jamming protection using coding

yields better goodput results.

5.6 Chapter Summary

We analyzed the anti-jamming properties of FD-MMAC protocol. We defined a com-

prehensive reactive jamming model for MMAC protocols based on the cross-layer

consideration of the PHY and MAC layers and extended the jamming strategies in

the multi-channel domain. We showed that by coordinating medium access without

requiring a control channel, FD-MMAC effectively mitigates the impact of jamming

attacks. We further explored possible improvements on FD-MMAC for improving its
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Figure 5.11: (a) Goodput as a function of τj for varying ECC capability, (b) goodput
as a function of the number of available channels for varying ECC capability.

jamming resilience. Without a default control channel, the jammer must spread his

resources over all channels, thus allowing for jamming-free transmission opportuni-

ties. We showed that FD-MMAC maintains communications, despite the jammer’s

efforts.
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CHAPTER 6

CONCLUSIONS AND FUTURE RESEARCH

DIRECTIONS

6.1 Conclusions

In this dissertation, we developed methods for improving the security and spectral

efficiency of medium access in multi-channel wireless networks. In particular, we

focused on mechanisms for detecting and mitigating selfish MAC-layer misbehavior,

coordinating multi-channel access in a spectral-efficient manner, and enabling data

transmissions in the presence of reactive jamming. Our main achievements and

finding are summarized as follows.

We studied the problem of MAC layer misbehavior in multi-channel wireless

networks. We focused on MMACs following the split-phase and dedicated control

channel designs, and identified possible misbehaving strategies that yield a signifi-

cant throughput advantage to misbehaving terminals. We showed that misbehaving

terminals can isolate a significant portion of the available bandwidth by placing mul-

tiple reservations on the available channels in a timely manner. We further proposed

countermeasures that mitigate the impact of misbehavior and lead to the detection

of misbehaving terminals. We also extended our misbehavior analysis to cognitive

radio MAC protocols and discussed possible countermeasures for detecting and mit-

igating the identified vulnerabilities. Finally, we verified the effectiveness of our

mitigation mechanisms via extensive packet-level simulations and showed that the

throughput of misbehaving terminals is equalized to the throughput of well-behaved

terminals.

We investigated the control channel jamming problem to which most existing

MMAC protocols are susceptible. We designed a distributed MMAC protocol named
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FD-MMAC that exploits FD communications to coordinate channel access in multi-

channel domain. FD-MMAC eliminates control signaling over a common control

channel so that communications can be maintained in the presence of jamming.

It also effectively solves the multi-channel hidden terminal problem and enables

parallel non-interfering operations from multi-channel exposed terminals. The FD-

MMAC properties are achieved by utilizing an advanced suite of PHY-layer tech-

niques, including SIS, EVM and RSS measurements, and signal correlation tech-

niques. We analytically evaluated the saturation throughput of FD-MMAC using

a three-dimensional Markov model. Finally, we experimentally validated the PHY

layer techniques employed by our protocol on the NI USRP testbed and measured

its performance via simulations. Our simulations showed that FD-MMAC achieves

significantly higher throughput compared with prior MMAC designs.

We analyzed anti-jamming properties of MMAC protocols. We defined a com-

prehensive reactive jamming model based on the cross-layer consideration of the

PHY and MAC layers and extended the jamming strategies in the multi-channel do-

main. We considered the application of these strategies to our proposed FD-MMAC

protocol. By coordinating medium access without relying on a control channel,

FD-MMAC effectively mitigates the impact of jamming attacks. We further ex-

plored possible improvements on FD-MMAC for improving its jamming resilience.

Without a default control channel, the jammer must spread his resources over all

channels, thus allowing for jamming-free transmission opportunities. We showed

that under high load conditions, FD-MMAC achieves significant throughput despite

the jammer’s efforts. On the other hand, under light traffic conditions, the jammer

is effective in targeting the few ongoing flows.

6.2 Future Research Directions

This dissertation presents a full-duplex communication based MAC protocol (FD-

MMAC) which coordinates terminals’ access to multiple channels in a different

manner compared to existing MMACs. To mitigate DoS attacks against the control
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channel, destination discovery and channel assignment are performed independently

by senders and destinations based on their individual views of channel status, with-

out converging to a common channel. As such, the performance of FD-MMAC is

largely dependent on the efficiency of the employed destination discovery mechanism.

Therefore, investigation of other time and spectrally efficient sender-destination con-

vergence mechanisms can lead to improved network throughput and lower delay for

frame delivery. For example, one other possible solution is to assign a unique pre-

defined hopping sequence to each terminal to facilitate destination discovery. Termi-

nals hop between the available channels according to their hopping sequences instead

of the channel priority lists. Convergence of a sender-destination pair occurs when

their hopping sequences overlap, which can be guaranteed by design. Upon conver-

gence, one party of the communicating pair may share its hopping sequence with

the other one, and the two parties hop synchronously and communicate using the

mechanisms proposed in Chapter 4 until data transmission is completed. Such mech-

anism also does not rely on a common control channel, and thus the anti-jamming

properties of FD-MMAC can be sustained. To further protect the destination dis-

covery process against jamming, the hopping sequences can be refreshed on every

epoch. The key challenge here is to design proper hopping sequences and mechanism

that provide a tradeoff between short convergence time for any two terminals and

adequate rendezvous time for a particular pair to perform data transmission. This

mechanism is similar to the rendezvous MMAC design as described in Chapter 2,

with the exception that the pure rendezvous MMAC is not capable of solving the

multi-channel hidden and exposed terminal problem as FD-MMAC does.
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