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ABSTRACT

The current spectrum allocation policy adopted by communication agencies around the globe

mandates for the static licensing of the available spectrum to various technologies and or-

ganizations. This non-overlapping partitioning of the spectrum reduces interference and

guarantees exclusive spectrum use to licensed users. However, nearly all useful spectrum is

now allocated to different entities, without provision for accommodating new wireless tech-

nologies. In addition, recent studies have shown that most spectrum frequency bands are

heavily underutilized. To this end, new technologies have emerged that enable the dynamic

usage of the spectrum by unlicensed users without interfering with licensed/primary users.

One of such enabling technologies employs cognitive radios for sensing and utilizing periods

of time that the spectrum remains idle.

An important rule mandated for the deployment of such systems is to develop solutions

that do not require any changes to the existing primary user (PU) infrastructure. While this

is necessary for reducing the deployment cost for the legacy infrastructure, it creates several

security vulnerabilities for the secondary users that dynamically access the network. One

of the most notable of these vulnerabilities is the launch of primary user emulation (PUE)

attacks on the spectrum sensing process. In this attack, the adversary mimics PU behavior

by modulating the characteristics of PU transmission in order to gain an unfair advantage

in utilizing idle frequency bands.

In this thesis, we address the problem of authenticating the PU signals in order to mitigate

PUE attacks. We propose a PU authentication system based on the deployment of “helper”

nodes, fixed within the geographical area of the cognitive radio network. Our system relies on

a combination of physical-layer signatures (link-signatures) and cryptographic mechanisms

to reliably sense PU activity and relay information to the cognitive radio network. Our

system can accommodate mobile secondary users and can be implemented with relatively

low-power helper nodes. Our work also extends to suggest a reputation based framework for

detecting compromised helper nodes.
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CHAPTER 1

Introduction

1.1 Motivation and Scope

New wireless technologies are rapidly permeating all aspects of commercial and social life,

thus ever increasing the demand for higher bandwidth availability under heavy traffic loads.

These technologies must co-exist in the same RF spectrum in a non-interfering manner.

The prevailing policy for managing this co-existence of multiple wireless technologies in the

RF domain, is to statically allocate the available spectrum. A static allocation separates

different RF services in frequency, for the purpose of alleviating interference and contention,

while providing quality of service. As an example, Figure 1.1 shows the current spectrum

allocation in the United States [2, 4]. From Figure 1.1, it is worth noting that almost all

useful spectrum from 3kHz to 300GHz is already licensed for exclusive use to various entities

(government, commercial and military) with only a very small portion of it left for unlicensed

use. Because the spectrum is already allocated, new wireless technologies find it increasingly

hard to operate in unlicensed bands, where they face significant contention and interference

from other services. This situation is typically termed as spectrum scarcity, referring to the

unavailability of any useful spectrum bands that can be allocated.

However, studies of the spectrum scarcity problem by various regulatory bodies around

the globe, including the Federal Communication Commission (FCC) in the United States of

America and OfCom in the United Kingdom have shown that this problem is the artifact of

the spectrum management policy [2,4,5]. Further, these studies indicate the underutilization

of the already allocated spectrum. In fact, according to the FCC [2], the temporal and

geographical variations in the utilization of the assigned spectrum range from 15% to 85%.

Figure 1.2 illustrates the signal strength distribution over a large portion of the wireless

spectrum. We can see that most frequency bands are underutilized whereas some frequency
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bands are under heavy use.

Hence, to address the spectrum underutilization and spectrum scarcity problems, regu-

latory bodies have suggested to allow unlicensed users to opportunistically access licensed

bands when these bands are not occupied by their primary holders [3,6–9]. In this architec-

ture, licensed users are typically referred to as Primary Users (PUs) and the opportunistic

users are typically referred to as Secondary Users (SUs). The FCC mandates that the li-

censed spectrum can be accessed by SUs only if it is not in use by PUs [10]. Essential to

meeting this regulation is the ability of the SU devices in recognizing the portion of the

spectrum that is idle. This operation termed as spectrum sensing, is realized by intelligent

software defined radios, also known as Cognitive Radios (CRs), named due to their sensing

and adaptability capabilities. According to [2], a CR is a radio that can change its trans-

mitter parameters based on interaction with the environment in which it operates. By this

definition, a CR should have the following capabilities [3, 11, 12].

Cognitive capability: This refers to the ability of the CR to sense and capture

spectrum-related information such as the set of frequency bands that are not in use by

the PUs. This capability requires sophisticated techniques which capture the temporal and

spatial variations of the radio environment and typically involves (a) spectrum sensing, (b)

spectrum analysis, (c) spectrum decision, and (d) spectrum sharing. During spectrum sens-

ing, the CR monitors the available spectrum bands to detect if they are in use by the PU

and hence detect free channels. Through spectrum analysis, the characteristics of the free

channels that are detected through spectrum sensing are estimated and then a channel that

best meets the SU’s communication requirements is selected. In spectrum decision, once the

CR determines the transmission mode, data rate, and bandwidth required for transmission,

it determines the spectrum it will use for transmission. In spectrum sharing, the available

channels are shared in a fair manner between all the SUs.

Reconfigurability: The CR must be reconfigurable depending on the conditions of the

radio environment. Some of the reconfigurable parameters that need to be incorporated in a

CR device are the operating frequency, modulation, and transmission power of the device [2].

14



Figure 1.1: Current spectrum allocation in the United States of America [2].
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Figure 1.2: Signal strength distribution over the wireless spectrum [3].

The CR must be able to reconfigure each of these parameters adaptively to the user’s re-

quirements and channel conditions1. Moreover, in the event that a PU transmits in a channel

currently used by a CR, the CR must have the capability of hopping to another free channel,

without affecting its own transmission or causing interference to the PU transmission.

Enabling these functionalities requires designing of spectrum-aware communication pro-

tocols tailored to the dynamic nature of the available spectrum. Moreover, the harmonious

co-existence of the PUs with the SUs must be achieved such that the PUs do not experience

any performance degradation. In addition, since the legacy systems are already deployed in-

frastructures, no modifications should be made to these pre-existing systems. Hence, the SUs

need to rely on self-sensing or cooperative sensing techniques to obtain spectrum informa-

tion. Because modifications at the PUs are not possible, spectrum sensing must occur using

unauthenticated physical layer methods such as energy detection, coherent signal detection

and cyclostationary feature detection of the PU transmissions [6, 7, 13–16]. These require-

ments leave the spectrum sensing operation vulnerable to attacks from malicious entities

(external adversaries or selfish SUs) that aim at distorting the spectrum availability.

An adversary equipped with a software defined radio can mimic the transmission char-

acteristics of a PU in order to emulate PU activity on idle portions of the spectrum. He

1In the rest of this thesis, we use the term channel to refer to a frequency band.
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Figure 1.3: Primary user emulation attack scenario.

can record and replay a PU signal rendering the matched filter detector and cyclostationary

feature detector inaccurate. The goal of this attack is to block legitimate SUs from utilizing

the idle channels, thus reducing the available bandwidth and degrading the network perfor-

mance. These types of attacks are known in literature as Primary User Emulation (PUE)

attacks [1, 17–19].

As an example, Figure 1.3 shows an SU sensing the idle spectrum in the presence of

an adversary. Assume that a total of 10 channels are available to the legacy system, and

that channels (1, 3) and (2, 4, 5) are occupied by two PUs within the range of the SU. In a

non-adversarial setting, the SU would have sensed channels (6, 7, 8, 9, 10) as idle. However,

in the presence of an adversary emulating PU activity on channels (6, 7, 8), the set of idle

channels sensed by the SU is limited to (9, 10).

1.1.1 Thesis Problem and Main Contributions

In this thesis, we address the problem of preventing PUE attacks in mobile cognitive radio

networks (CRNs). We propose a PU authentication system that securely and reliably de-

livers PU activity information to SUs. Our system does not require any modifications to

the legacy system, as mandated by the FCC [10]. Provision of robust sensing information

is facilitated by the deployment of a set of “helper” nodes. These helper nodes are respon-

sible for authenticating the PUs and providing channel status information to the CRs. We

suggest a two-way authentication system, where, the helper nodes authenticate PU activity

and transmit channel availability information to the SUs. The helper nodes authenticate

the PU using a link signature [20] which is a channel property between two nodes. The
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SUs authenticate the helper nodes by verifying their cryptographic signatures. Helpers are

deployed within the area of the PU network, independent of the location of the PUs, and

can be relatively cheap low-power devices. Moreover, the location of the PUs need not be

known. We also make use of a reputation-based system to detect compromised helpers that

provide erroneous spectrum information.

1.2 Thesis Organization

In Chapter 2, we present related work, our system and threat model assumptions. In Chap-

ter 3 we present the proposed PU authentication system. We analyze the security of our

system and also provide a mathematical analysis in Chapter 4. In Chapter 5 we develop

a reputation-based framework for detecting compromised helper nodes. In Chapter 6, we

present simulation results and finally conclude in Chapter 7.
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CHAPTER 2

Related Work, System Model, and Assumptions

The implementation of robust spectrum sensing mechanisms is pivotal to the co-existence

of SUs with legacy systems. Before we discuss work related to PUE attacks, it is important

to understand the spectrum sensing mechanisms that lead to inherent vulnerabilities in the

spectrum sensing process.

2.1 Spectrum Sensing

Existing spectrum sensing methods can be classified into non-cooperative and coopera-

tive sensing. Non-cooperative methods exploit the physical layer characteristics of PU

transmissions such as energy, spectral density modulation, and cyclostationary features

[6, 7, 13–16, 21–23]. Cooperative methods improve upon non-cooperative methods by al-

lowing the exchange of spectrum sensing information between neighbors. In the following

subsections, we discuss the above spectrum sensing methods in more detail.

2.1.1 Non-cooperative Spectrum Sensing Methods

Each CR should be able to distinguish between used and free spectrum bands/channels by

determining if a particular signal is a PU transmission. Existing spectrum sensing methods

rely on physical-layer characteristics of PU transmissions such as energy, spectral power

density, modulation, cyclostationary features and pilot information [6, 7, 13–16]. The basic

hypothesis model for transmitter detection is defined as given below [24]

x(t) =











n(t) H0,

hs(t) + n(t) H1,
(2.1)



where x(t) is the received signal at the CR, s(t) is the transmitted signal, n(t) is the

channel noise modeled as Additive White Gaussian Noise (AWGN) and h is the amplitude

gain of the channel. In this hypothesis, H0 is the null hypothesis that no PU is transmitting

in the given channel or band, whereas, H1 is the alternative hypothesis which indicates

the existence of a PU signal in that channel. Sahai et al. [14] mention three schemes for

transmitter detection according to the hypothesis model mentioned above. We briefly explain

them below.

Matched filter detection: A matched filter is obtained by correlating a known signal

with an unknown signal. The advantages of a matched filter are that, (a) it is analyzed to be

the optimal detector1 in the presence of additive stochastic noise [14] and (b) it requires little

time to achieve high processing gain. However, it requires a priori knowledge of transmitted

signals to work effectively. Several systems today employ preambles to this end. In the

context of CRN’s, we would require knowledge of PU signal characteristics such as the

modulation type, packet format and the pulse shape at the CR.

Energy detection: In an energy detector, the energy of a received signal is compared

to a threshold λ to decide whether a licensed user is present or not [25]. From this, it is

evident that an energy detector is easy to design and implement. Hence, energy detection is

the most widely adopted approach for spectrum sensing in recent works [7,14,26]. However,

the performance of the energy detector is susceptible to uncertainty in noise power. If the

noise power levels are high, the energy detector can raise a false alarm about PU existence.

On the other hand, shadowing and multipath fading also affect the accuracy of the energy

detector, causing misdetection of PU activity [24].

Cyclostationary feature detection: PU presence can also be detected by using a

cyclostationary feature detector [7, 13, 21–23]. In this method, the periodicity of the signal

is detected. Generally, a modulated signal is coupled with sine wave carriers, pulse trains,

hopping sequence, etc. These are characterized as cyclostationary as their mean and au-

tocorrelation exhibit periodicity. The detector looks for such periodicity in detecting a PU

signal. The advantage of this method over energy detection is that it differentiates the noise

1one that maximizes the SNR.
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signal from a modulated signal. Tang et al. show that this detector performs better than

an energy detector [22]. However, it is computationally complex and requires a long obser-

vation time since the cyclostationary feature of a signal needs to be learnt and then used for

detection.

2.1.2 Cooperative Spectrum Sensing Methods

Non-cooperative methods may become erroneous due to factors like shadowing and fading.

Also, if the CR is located extremely far from the PU, it may not be in a position to decide

the spectrum status [27,28]. Cooperative spectrum sensing refers to sensing methods where

information from multiple CRs is incorporated for PU detection. Theoretically, cooperative

detection is more accurate since uncertainty in a single user’s detection can be minimized as

the influence of shadowing and multi-path fading factors can be minimized [24].

Cooperative detection can be implemented in either a centralized or distributed manner

[26,29]. In the centralized approach, a base station collects all the spectrum information from

different CRs and detects spectrum holes. In the distributed approach, the CRs exchange

spectrum information amongst themselves and collectively decide on the spectrum holes.

The final decision about the channel occupancy is computed based on either an OR rule

or a majority rule. According to the OR rule, even if one of the CRs reports the channel to

be busy, the combined decision about the channel status is busy. In a majority scheme, a

channel is decided to be busy if the majority of CRs report it as busy and idle if the majority

of CRs do not sense activity on the channel.

2.1.3 Authenticated Spectrum Sensing

Several researchers have described and studied the feasibility of PUE attacks for both non-

cooperative and cooperative sensing mechanisms [1, 17–19]. In a PUE attack, an attacker

emulates the characteristics of a PU signal, thereby causing legitimate SUs to erroneously

detect a channel to be busy, and, therefore deter from its use. An attacker may modify

its transmission to mimic a PU signal’s characteristics, thereby causing legitimate SUs to
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erroneously identify the attacker as a PU. The problem of PU signal authentication has

received attention only recently [1, 17, 18, 30]. The attacker may be emulating the PU for

selfish or malicious reasons. The end result of this attack is, a legitimate SU will not be able

to transmit in a channel even when its free. This results in an unfair distribution of the set

of idle channels.

Current spectrum sensing methods do not provide authentication. An adversary may

transmit a signal with high energy, emulating a PU, thereby rendering an energy detector

inaccurate. An adversary may also emulate the cyclostationary features of a PU signal

by replaying them, rendering a cyclostationary feature detector inaccurate. The successful

deployment of the CRN depends on the security mechanisms which will resist the misuse of

the system. The key to addressing this problem is to be able to distinguish between a PU

transmission and an attacker signal in a robust fashion. Fundamentally, the problem can be

modeled as a two-party authentication problem where SUs must be capable of authenticating

PU activity. These types of problems have been addressed in literature using cryptographic

methods [31]. However, such methods require modification on the legacy system side, thus

not meeting the FCC mandates [10]. As a result, several systems have been demonstrated

that do not require cryptographic methods. We outline the most relevant ones below.

Chen et al. proposed an authentication method based on a network of monitoring nodes

which verify the origin of PU signals using received signal strength (RSS) measurements

[17,32]. They estimate the distances from the PU using RSS values. If the estimated location

of a PU deviates from the known PU location by a threshold, the signal is assumed to be

emulated. However, location distinction methods based on RSS can be circumvented if the

adversary employs antenna arrays [20]. If an adversary is capable of positioning itself close

to the PU, it can regulate its transmission to emulate a PU. Moreover, RSS measurements

are notoriously unreliable leading to high probabilities of false alarm.

Liu et al. proposed a PU authentication system assisted by helper nodes deployed in

close proximity to the PUs [1]. The authors employed a combination of cryptographic and

RF signatures to authenticate PU activity. The helpers are physically bound to PUs which

may be TV towers with thousands of watts of transmission power, covering an area of tens
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of square miles [8]. These helper nodes verify the PU presence by using the amplitude ratio

r of the amplitude of the first to the second multipath component for the received signal.

This ratio r is compared with a threshold w, and if r > w, then the received signal is marked

as a PU signal. Next, helper nodes transmit in all the channels which the SUs listen to with

the same power as the PU. This is a training phase in which the SUs build a history of the

helper signals [20], called link signatures. Later, when an actual PU transmission occurs, the

signal is compared to the stored history at the SU. If they match, the signal is considered

to be of a PU. If they fail to match, then a PUE is reported. Although the helper nodes

need not transmit all the time, the overall energy usage is significant as their energy level

should be the same as that of the PU. Secondly, a training phase is required before a SU can

robustly sense PU activity. This SU training process will need to occur every time a new

SU joins the network or if the present SUs move to a new location.

Anard et al. proposed an analytical model for detecting primary user emulation attacks

[30]. In their system model, malicious devices emulating the PU signal are deployed at fixed

locations, at least R0 units away from any SU. Using simplified propagation models, they

compute the probability of a successful PU emulation. In this work, the authors assume that

the location of a malicious node is very close to the benign node.

Chen et al. modeled the PU emulation problem as an estimation theory problem [18].

In their work, they divide the secondary users as attackers and defenders. n samples of the

received signals are collected and the mean and variance of the signal is calculated. Then,

the variance is compared with a threshold factor k to determine whether the signal is from a

PU or an attacker. This work is based on the fact that the variance is very different for the

signals of a PU and an attacker, as they will be at different locations, considering path loss

and log-normal shadowing. Their work assumes that with high probability the attacker and

the unbiased SU will be closer to each other than the PU. Also, the authors only consider

stationary SUs.

Tan et al. propose a method that allows PUs to add a cryptographic link signature to

their signal so that spectrum usage by PUs can be authenticated [19]. The authors propose

two schemes for adding a cryptographic signature, one based on modifying the underlying
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Figure 2.1: The semi-Markov PU activity model for a channel i.

modulation and one based on modifying error correction codes. This cryptographic signature

is an authentication tag which the PU needs to generate using hashing. A particular hash

value is valid only for some duration. This tag is included in the modulation scheme or to the

error coding module at the physical layer. The tags are added in a transparent way as noise so

that all PU receivers continue to function normally while the CR devices can authenticate the

PU. In the modulation scheme, the noise tolerance in the constellation is exploited to insert

the tag information while in the coding scheme, a pre-determined position is overwritten

with the tag information. This scheme, however, proposes to modify the architecture of

legacy systems and thus violates one of the rules mandated by the FCC [2].

2.2 System Model

For clarity purposes, we define a few notations that will be used in the rest of this thesis.

Table 2.1: Notations

M Set of channels licensed to a PRN
pmd Probability of mis-detecting the state of an occupied channel by the CR
pfa Probability of false alarm in sensing an idle channel by the CR
pbusy Probability that the channel is occupied
pidle Probability that the channel is idle
p̂busy Probability that the channel is sensed as busy by the helper node
p̂idle Probability that the channel is sensed as idle by the helper node
prej Probability that the CR thinks there is an attack while there is none
pacc Probability of the CR incorrectly detects the presence of PUE when there is none
ε Threshold to decide the rejection or acceptance of an occupancy vector
pk Probability that k out of m available channels are busy
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Figure 2.2: PU activity modeled as semi-Markov ON/OFF model for channels i and i+ 1.

Our system consists of a set of PUs, co-existing with a CRN. PUs are licensed to use a

fixed spectrum, which can be divided to a set M = {1, 2, . . . , m} of m orthogonal frequency

bands, referred to as channels. The PU traffic is modelled after a semi-Markov ON-OFF

process in which the channel state alternates between busy/ON and idle/OFF periods as

shown in Figure 2.1. We assume that the channels are licensed to independently operating

PUs and hence the state of a channel i is independent of the state of other channels. It

has been verified that PU networks follow a semi-Markov model in a variety of scenarios

[33,34]. We assume that the length of ON-OFF periods follow a geometric distribution with

a transition from ON to OFF state occurring with probability qi and a transition from OFF

to ON state occurring with probability pi. Figure 2.2 shows the PU activity at two channels,

i and i+ 1 when the semi-Markov model is used. These assumptions have been extensively

adopted in analyses of CRN performance in [35–37]. Hence, the probability that a channel

is idle is given by

pidle =
qi

qi + pi
. (2.2)

Let N be the random variable denoting the number of idle channels in the system. Also,

assume that all the channels have the same traffic characteristics. Therefore, the probability

mass function for N can be written as,

Pr[N = k] =

(

m

k

)

pkidle(1− pidle)
m−k. (2.3)

Each channel i is assumed to be busy with a probability pbusy and idle with a probability

25



of pidle. The PUs are assumed to be stationary (e.g., TV or cellular towers). The SUs are

allowed to opportunistically use the set of channels M, if they do not cause interference

on PU communications. For this purpose, SUs are fitted with cognitive radio capabilities

that can sense the spectrum using methods such as energy detection, cyclostationary feature

extraction, and pilot signals [3, 6–8]. The SUs are assumed to be mobile. To provide PU

signal authentication, we introduce a set of stationary helper nodes H , also equipped with

cognitive radio capabilities. Helpers cover the geographical area where SUs are deployed.

To securely communicate with SUs, helpers are initialized with public/private keys and

certificates from a trusted authority. We assume that a dedicated common control channel

is available in order for helper nodes to communicate with the SUs. Existence of a control

channel is assumed in the majority of cooperative sensing protocols [26,32] and CRN MAC

designs [27, 38]. This channel is used for the purpose of communicating spectrum sensing

information. Finally, helpers are assumed to be loosely synchronized.

2.3 Sensing Model

We assume an imperfect sensing model for the spectrum sensing process performed by any

of the system participants. In this model, the status of a channel i is subject to erroneous

state determination due to misdetection or false alarm. In particular, due to the phenomena

of multipath and shadowing of the PU signal [39, 40], the probability that an idle channel

is sensed busy (false alarm) is pfa and the probability that an occupied channel is sensed

idle (misdetection) is pmd. For simplicity, we assume that pfa and pmd have the same value

for every channel i. Further, we also assume that errors in the determination of the channel

state occur independently at every channel and at every CR. These assumptions have been

shown to be truthful since the received signal decorrelates fast in space and frequency [41].

Huang et al. analyze the misdetetction and false alarm models using the hypothesis in

equation (2.1). Here, the probability of misdetection (pmd) can be written as

pmd = Pr{Y < γ|H1}, (2.4)
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where Y is the energy of the received signal at a frequency band of interest and measured

over the sensing period, and γ is a pre-specified energy threshold that indicates the presence

or absence of PU activity. The probability that an idle channel is falsely estimated to be

busy can be written as

pfa = Pr{Y > γ|H0}, (2.5)

where H0 is the hypothesis that no PU activity is present.

2.4 Threat Model

The goal of the adversary is to mislead the SUs regarding the available spectrum opportu-

nities, thus preventing them from utilizing idle channels. To achieve his goal, the adversary

is capable of emulating the primary radio signal characteristics. This can be easily achieved

if the adversary is equipped with a software defined radio, or is capable of recording and

replaying primary radio signals. While the adversary can be present at any location within

the deployment area, we assume that he cannot place a transceiver in close proximity (within

a few feet) to a PU. We assume that the PUs are physically secure, as mandated by the FCC.

We further assume that some of the helpers deployed for PU signal authentication purposes

can be compromised, thus providing false spectrum sensing information.
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CHAPTER 3

Primary User Authentication System

3.1 System Architecture

The problem of authenticating the PU signal at the SU can be modelled as a two-party

authentication problem. The latter is well studied in the literature and can be addressed

using known cryptographic primitives such as public key, or symmetric key cryptography [31].

The technical challenge in applying such methods for PU signal authentication, however, is

that, according to the FCC regulations [10], no modifications are allowed at the PU network.

Alternatively, SUs may authenticate PU signals by exploiting the unique characteristics

of the RF channel. It has been shown that link signatures can be used to distinguish RF

sources positioned at distinct locations [20,42,43]. For an SU sensing the spectrum, as long as

the location of a PU remains static, the RF characteristics of the PU’s transmission can serve

as a unique signature for PU authentication. This is achieved by sampling the RF channel

during a training period and extracting unique features of the RF channel such as the impulse

response [20, 42, 43]. However, the RF signature between a PU and an SU changes if the

SU is mobile, leading to frequent repetition of the training process. This requirement poses

additional challenges that have to be addressed. First, the training period for extracting

the RF signal has to be kept short so that the sensing process remains within the mandated

period of two seconds [10]. A fast moving SU would have to devote a significant amount

of time in obtaining the received RF signature in order to authenticate its sensing results.

Second, SUs must have a mechanism for authenticating the PU training signals, every time

their location changes.

To overcome the aforementioned challenges, we propose a PU authentication system that

relies on the deployment of stationary helper nodes. These nodes are responsible for, (a)

authenticating the PU signal and, (b) broadcasting spectrum status information. Initially,
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Figure 3.1: System architecture.

the helpers authenticate the PU signal using link signatures. Since both the helpers and the

PUs are stationary, there is no need for frequent repetition of the training process after the

initial training is completed. In the second phase, the helpers convey spectrum availability

information to the SUs via a secure broadcast operation. This design can accommodate

mobile SUs that do not need to be trained with every location change. An example of

the proposed system architecture is shown in Figure 3.1. Helper nodes, n1, n2, n3, and n4

sense the activity of three PUs. The helper nodes authenticate the PU signals using link

signatures and sense the channels to determine their status. As shown in Figure 3.1, n1 senses

that channels (2, 6, 7, 8, 10) are free, n2 senses that channels (6, 7, 8) are free, n3 senses that

channels (4, 5, 6, 7, 8, 9) are free, and n4 senses that channels (2, 6, 7, 8, 10). This spectrum

information is conveyed to the SUs, who compute the idle portion of the spectrum. Based

on the received information from helpers n1, n2, and n3, SU1 determines that channels 6, 7,

and 8 are idle.

We now give some preliminary information on link signatures which are used for validating

PU signals, before we discuss the details of the PU authentication mechanism.
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Figure 3.2: Multipath effect in a transmission between two nodes.

3.2 Location Distinction using Link Signatures

When a radio signal is transmitted over the air, it propagates in multiple paths due to

reflection, scattering and diffraction. Hence, multiple copies of the transmitted signal are

received at the receiver [20]. Figure 3.2 shows the multipath effect between a transmitting

node i and receiving node j. Node j receives the signal transmitted by node i via three

different paths. Each signal follows a path of different length, thus taking a different amount

of time to reach the receiver. Moreover, each signal undergoes a different attenuation and

phase shift per path. At the receiver, multiple copies of the transmitted signal are received,

each copy arriving at a different time and with different amplitude and phase. Hence, the

received signal is a linear combination of the transmitted signal. For the channel between

transmitter i and receiver j, the channel impulse response [44, 45] is given by,
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hij(t) =

L
∑

l=1

ale
jφlδ(t− tl), (3.1)

where L is the total number of paths, δ(t) is the Dirac delta function, and al, φl and tl

are the channel gain, phase delay, and time delay for the lth multipath component respec-

tively. Hence, the channel impulse response is the superposition of many impulses, each one

representing a single path in the multiple paths of a link. The received signal r(t) can be

expressed as the convolution of the transmitted signal s(t) and the channel impulse response

hij(t),

r(t) = hij(t) ⋆ s(t),

where ” ⋆ ” denotes the convolution operation. To obtain the desired impulse response,

operations in the frequency domain yield,

Hij(f) =
1

Ps

S∗(f)R(f), (3.2)

where Ps denotes the transmission power at the sender, and X(f), X∗(f) denote the

Fourier transform and the complex conjugate of the Fourier transform of a signal x(t) re-

spectively. The link signature of the nth packet is given by

hn
ij(t) =

1

Ps

F−1{S∗(f)R(f)}, (3.3)

where F−1 denotes the inverse Fourier transform. It is important to note that to construct

a link signature, the transmitted signal must be known at the helper.

Patwari et al. suggested an algorithm using the link signatures defined above for location

distinction [20]. The algorithm has two phases, a training phase and a verification phase.

During the training phase, the receiver j computes a sampled version of the link signature
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denoted by

h
(n)
ij = [h

(n)
ij (0), h

(n)
ij (Tr), h

(n)
ij (2Tr), ..., h

(n)
ij (kTr)]. (3.4)

where Tr denotes the sampling rate of the receiver and this signature contains k+1 samples.

The receiver stores a history of (N − 1) such link signatures for (N − 1) different packet

transmissions. This history for the link between i and j is represented by

Hij = [h1
ij , h

2
ij, ..., h

(N−1)
ij ]. (3.5)

During the verification phase, for a newly measured link signature hN , the receiver com-

putes its distance from the historical average of Hij as follows

lij =
1

βi,j

min
h∈Hij

||h− hN ||, (3.6)

where lij is the normalized minimum Euclidean distance between the new measurement and

the set of vectors in the history and βi,j denotes the average distance between pairs of vectors

in the history. If lij is above a predetermined threshold, a location change is detected. If not,

the new measurement also represents a signature of the link between i and j and is added

to the history of signatures. The oldest one can be discarded if there is a space constraint.

Authors in [20] experimentally prove that the link signature between a pair of nodes fails to

pass the verification test if one of the nodes changes its position by more than 3 m. Hence,

even a small change in location can be detected. We use the same idea to check whether

a signal has originated from a PU at a known location or from an adversary at a different

location.

3.3 Authentication Mechanism

In this section, we describe the two phases of our spectrum authentication mechanism, i.e.,

the authentication of the PU signal at the helpers and the secure broadcasting of spectrum

status information from the helpers to the SUs.
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3.3.1 Phase I: PU Signal Authentication at the Helpers

To authenticate PU signals, a location distinction mechanism using multipath-based link

signatures is employed. During Phase I, helpers sample PU activity on every channel of the

PU network in order to create a link signature for each channel. The helpers utilize known

pilot signals typically transmitted by the PUs for synchronization purposes. For instance,

digital TV transmissions consist of a sequence of segments. For every 313 segments, a Data

Field Sync segment of one known 511-bit PN sequence, and three known 63-bit PN sequences

is used for synchronization [46]. Given that the frequency response Si(f) of a PN sequence

is approximately flat within the transmitted frequency band, the channel frequency response

Hij(f) can be computed based on equation (3.2).

To obtain the impulse response, the helper samples the PU signal during the transmission

of the known sequence and stores the necessary samples to robustly “fingerprint” the fixed RF

channel. During this training phase, which needs to be performed only once, it is assumed

that no adversary is present to emulate PU activity (the training is performed during a

supervised system deployment phase that is assumed to be secure and free of adversaries).

Once a link signature for a given PU has been constructed, the helper can authenticate

subsequent transmissions by comparing their characteristics to the stored link signature.

The helper continues to sample the RF channel for keeping an up-to-date history of the

channel’s multipath components and their temporal variations. The history Hij is updated

each time PU activity is sensed. Once the comparison with the threshold value validates that

the channel is being occupied by a PU, h
(N)
ij (t) is considered the new, valid link signature.

The oldest hij(t) vector which is stored in Hij is discarded and the new vector is added.

Though the algorithm in [20] is used for location distinction, we extend it to our work to

validate whether a signal is from a PU which is stationary.

Using link signatures, a helper i constructs an occupancy vector Vi indicating the set of

channels where legitimate PUs are active. Vi is an m-bit vector (m is the number of channels

of the legacy system), with Vi(j) = 1 if M(j) is occupied by a PU, and zero otherwise. For

instance, in a system with m = 10 channels, an occupancy vector V = [1001010000] indicates
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that channels 1,4 and 6 are occupied by legitimate PUs.

It has been mandated by FCC that if a PU starts transmission on a channel, the SU

occupying that channel should vacate it within two seconds [10]. Therefore, the helper

nodes continuously sense the channels for detecting a valid PU signal. In case the helper

node senses PU activity on a free channel, or senses a previously occupied channel to become

idle, it updates its occupancy vector to all the neighboring SUs.

3.3.2 Phase II: Secure Distribution of Spectrum Information to the SUs

In this phase, the helpers distribute spectrum information to the SUs. Contrary to the work

in [1], in our design, this is achieved using solely cryptographic methods. This is preferred

to avoid the need for frequent SU training due to mobility. To update the spectrum state to

nearby SUs, a helper transmits the following information.

gi : mi||sigski(mi), mi : Vi||Li||SNi. (3.7)

In (3.7), Vi is the occupancy vector of helper i, Li = (Xi, Yi) is the location of helper i, SNi

is the transmission sequence number used for verifying the freshness of Vi, and sigski(mi)

is the signature of i on mi using i′s private key ski. To avoid the frequent broadcast of

spectrum information, the helpers update the SUs if, (a) a change in PU activity has been

sensed, or (b) an SU moving to a new location has requested for an update. Note that for

PUs such as TV stations, the dynamics of PU activity is expected to be low (in the order of

hours). Therefore, while the helpers continuously monitor the spectrum status, a frequent

update of the SUs may not be necessary. On the other hand, for other types of PU networks

such as cellular networks, PU activity can be more dynamic.

Once an SU node j has obtained the occupancy vectors Vi from nearby helpers, it executes

the Spectrum Authentication (SA) algorithm shown in Algorithm 1. Here, we assume that

the network of helpers is loosely synchronized to the same transmission sequence number.

The SA algorithm includes several cryptographic and topology consistency checks to ensure

that the spectrum information obtained by SUs is authentic and fresh.
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Algorithm 1 Spectrum Authentication (SA) Algorithm

1: for all i ∈ Ni do

2: if sigski(mi) = false then

3: discard Vi

4: end if

5: end for

6: for all i ∈ Vj do

7: if SNi ≤ SNstored then

8: discard Vi

9: end if

10: end for

11: for all a, b ∈ Vi do

12: if |La − Lb| ≤ 2rh then

13: Vj =
⋃

i∈Ni

Vi

14: end if

15: end for

Step 1: Let Ni = {j|dij ≤ rh} denote the set of helpers within the communication range of

an SU i. In step 1, SU i collects all gj, j ∈ Ni.

Step 2: For each j ∈ Ni, the SU i verifies the authenticity and integrity of mj using

sigskj(mj). Messages mj that fail to be authenticated are discarded.

Step 3: For each j ∈ Ni, the SU i verifies that SNj > SNstored and SNj = SNk, j, k ∈
Ni, j 6= k. Since the helpers are assumed to be loosely synchronized, they must use the same

sequence number. All g′js that do not meet the freshness requirement are rejected.

Step 4: SU j performs a location consistency test by verifying that

| Lj − Lk |6 2rh, ∀j, k ∈ Ni. (3.8)

Step 5: If the location consistency check is consistent, the SU determines the occupancy

vector Vi using the OR operator.

Vi =
⋃

j∈Ni

Vj (3.9)

Step 6: If the location consistency check fails, the helper resolution algorithm is invoked.
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This algorithm identifies legitimate helpers from emulated ones (see Chapter 4).

Step 7: Once all emulated messages are discarded, the occupancy vector Vi is computed as

in Step 5.

An application of the SA algorithm is explained on the topology of Figure 3.1. SU1

listens to the helpers, n1, n2 and n3 and their occupancy vectors, m1, m2 and m3. According

to Step 2, SU1 verifies the signature on each of the occupancy vectors and discards the

vectors when the signature check fails. Assume that the signature check on m1 fails. Hence,

m1 is discarded. SU1 considers only m2 and m3 for further checks. According to Step 3,

the sequence number on m2 and m3 is checked. If SN2 and SN3 are both greater than the

previously stored sequence number, then both m2 and m3 are accepted. In Step 4, SU1

verifies that | L2−L3 |6 2rh. In step 5, SU1 performs an OR operation between m2 and m3

to resort to occupancy vector V1 = [1111100011] (here, channels 6,7 and 8 are free). If the

location consistency check fails, further checks are done as explained in later algorithms.
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CHAPTER 4

Security and Theoretical Analysis

In this chapter, we show that the proposed PU authentication system is robust to various

possible security threats.

4.1 PU emulation attack

We first show that our method is immune to direct PUE attacks. In a direct PUE attack,

the goal of the adversary is to impersonate the features of a PU signal on the idle portion

of the spectrum. This can be achieved by mimicking features of PU transmissions such as

power, modulation type, synchronization sequences etc., or by recording and replaying PU

transmissions [1, 17]. In this attack, the adversary must convince helpers that the emulated

signal originates from an authentic PU.

Consider an adversary who is emulating a PU signal. The helper node will perform link

signature verification on the emulated signal, as described in Chapter 3. In particular, the

helper node calculates the channel impulse response of the newly obtained signal as explained

in equation (3.4). The newly obtained impulse response is h(new). The helper calculates the

minimum distance between the history of signatures Hij and h(new) as follows.

lij =
1

βi,j

min
h∈Hij

||h− hnew||, (4.1)

If lij exceeds a pre-determined threshold, then the helper decides that the measured link

signature is from a different link and hence not indicative of PU activity.

In order for a PUE attack to be successful, the difference between the link signatures must

be less than the threshold value. Though the adversary has emulated the characteristics of

a PU transmission, the channel between the helper node and the adversary is different from

the channel between the PU and the helper node. Because we assume that PUs such as TV

39



towers, cellular towers etc. are physically protected, as recommended by FCC regulations,

it would not be possible to place an emulation transmitter close to a PU. Therefore, in this

case, h
(new)
ij fails the link signature validation. Therefore, the occupancy vectors constructed

by the helpers accurately reflect the PU activity.

4.2 Helper Impersonation Attacks

The adversary may attempt to impersonate a helper in order to provide false occupancy

vectors to the SU. The use of cryptographic signatures for authenticating the broadcast of

the messages mi containing the occupancy vectors, prevent the adversary from fabricating

false spectrum information.

Consider a message gi transmitted by helper i containing vector Vi. Message gi contains

mi and signature, sigski(mi). If the adversary modifies the occupancy vector Vi to V
′

i , the

signature verification test would fail since the message mi is used as input to the signature

generation and verification algorithms. The adversary must possess the secret key ski of the

helper node in order to generate a valid signature.

Without the opportunity of fabricating authentic messages, the adversary may choose

to replay old ones that were recorded during earlier broadcasts. These replays will pass

the signature verification test at the SUs since they originated from legitimate helpers and

contain valid signatures. To avoid such replay attacks, the transmission sequence number

SNi is included with each broadcast message mi. Assuming that an SU under attack hears

at least one legitimate helper, the SN of the legitimate helper will be different (larger) than

the SN of the replays. Here, we exploit the fact that the network of helpers is loosely

synchronized to the same SN. If an SU receives mis with older SNis, it discards them as old

replays.

If the SUs are not guaranteed to be within range of at least one legitimate helper at all

times, it is possible that replay attacks are successful. To deal with cases of SUs isolated

from legitimate helpers, a stronger condition of synchronization between the helpers and

the SUs is required. The helpers timestamp messages mi to prevent stale information from
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being replayed. Using the timestamp, SUs can reject replays even if fresh broadcasts from

legitimate helpers are not available.

This can be done as follows. The message transmitted by a helper gi becomes

gi : mi||sigski(mi), mi : Vi||Li||ti, (4.2)

where ti is the timestamp generated by helper i before the message is transmitted. An SU

j receiving the transmitted message at time t
′

i checks if

t
′

i − ti ≤ γt, γt = ttr + tp + tδ. (4.3)

where ttr denotes the transmission delay for gi, tp denotes the propagation delay which is

upper bounded by rh/c sec, where rh is the helper range and c is the propagation speed

of electromagnetic waves over the air (e.g. c ≈ 3 × 108m/sec in vacuum), and tδ is the

processing delay for the time a packet is timestamped at the helper, until its reception is

recorded at the receiver, plus the upper bound of the synchronization accuracy of the entire

system. Note here that an adversary replaying older messages from legitimate helpers will

fail to authenticate the replay messages, if it is subjected to the same processing delays as

SU nodes.

Finally, for a loosely synchronized network of helpers, the adversary may replay spectrum

authentication messages via a wormhole tunnel between two (or more) parts of the network

[47]. This attack is depicted in Figure 4.1. The adversary deploys a fast link (wired or long-

range wireless) between two parts of the network A and B. He then records broadcasted

information on one end, transmits it via the wormhole tunnel to the other end, and replays

it. Because messages mi transmitted by the helpers are only loosely synchronized to the

same SN value, a fast tunnelling and replay may contain mis with up-to-date SNis.

Wormhole attacks are detected by the location consistency check of the SA algorithm.

A broadcast received by an SU must originate from helpers located within a radius rh from

the SU’s location. Therefore, the pairwise distance between two helpers a, b heard at the
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Figure 4.1: Replay of helper broadcasts via a wormhole tunnel. Scenario 1: VA =
[0000001111], VB = [0111000000], V ∗ = [0111000000]. Scenario 2: Adversary emulates
PU signal in channels 7,8,9 and 10 so that V ∗ = [0111001111].

same SU, cannot be longer than 2rh. The SU uses the location consistency check to verify

that the set of helpers it hears is consistent. If spectrum authentication messages from part

A are replayed via a wormhole tunnel to part B, the helpers’ locations included in each mi

will fail the location consistency test and reveal the wormhole attack.

If the adversary chooses the wormhole origin location A to be too close to the destination

location B in order to pass the location consistency check, this attack is expected to have a

very limited effect since helpers at both areas A and B will sense similar PU activity. The

adversary can record but not change what is being sensed by the helpers. Note that in our

location consistency check method, SUs are not required to be aware of their own location (no

GPS is necessary at the SUs). The location information of the helpers is sufficient to perform

the test. However, without their own location information, the SU cannot distinguish the set

of helpers located nearby from the ones replayed. To resolve this ambiguity, the SU utilizes

the Helper Resolution (HR) algorithm.

We first analyze the scenario where, the adversary simply replays information from far

away helpers. An SU that receives information from an inconsistent group of helpers Gi,

creates two groups, GA, GB that correspond to consistent subgroups of helpers1. GA and

1Our method can be easily extended to more than two groups.
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GB are formed such that a helper node a ∈ GA and helper node b ∈ GB are found to be in

locations that satisfy |La − Lb| > 2rh. A node k ∈ Gi is assigned to GA if |La − Lk| ≤ 2rh

and assigned to GB if |Lb−Lk| ≤ 2rh. Note that a node k can simultaneously belong to two

groups if it satisfies both conditions. Let VA be the vector resulting from performing an OR

operation on all vectors in GA and VB be the corresponding occupancy vector for GB. Also

let V ∗ be the occupancy vector when the SU senses the spectrum on its own.

Given the spatial variation of PU activity, occupancy vectors VA and VB, corresponding

to GA and GB are likely to be different, with the occupancy vector corresponding to helpers

nearby the SU being similar to V ∗. On the other hand, the occupancy vector corresponding to

replayed information likely indicates idle channels as occupied. To exploit this inconsistency,

for each of the two vectors VA and VB, the SU computes counters cA and cB that indicate

the number of channels that were sensed idle in V ∗, but were marked occupied in VA and VB

respectively. For example, counter cA is increased by one if, for the ith channel, V ∗(i) = 0

and VA(i) = 1. If any of the counters, cA, cB increases more than a threshold value ε, the

corresponding occupancy vector is rejected as a replay. The justification for considering only

flips from 0 to 1 when comparing V ∗ with a vector VX of a consistent group of helpers GX is

the fact that the adversary cannot easily eliminate the presence of PU activity2. That is, if

a PU were to be active on a channel i, that channel would be sensed busy by the SU making

the corresponding value V ∗(i) = 1. This outcome cannot be influenced by any malicious

activity. On the other hand, a bit flip from V ∗(i) = 1 to VX(i) = 0 (i.e., a channel i to be

sensed occupied by the SU under attack, but idle by the set of helpers GX) could be the

outcome of a successful wormhole attack. This is because the adversary can relay a signal

from a helper that senses an active PU on channel i via the wormhole, and replay it to the

SU. Since the SU does not use link signatures to authenticate activity recorded by GX , this

PUE attack will be successful. Therefore, flips from 1 to 0 are not taken into consideration

when computing counters cX for each consistent helper group GX .

Step 1: Let Gi denote the group of helpers heard by an SU i. In step 1, SU i collects all

2Eliminating the presence of a signal requires the transmission of a cancelling signal for the SU under
attack. Derivation of the cancelling signal requires perfect channel information (i.e. channel gain and phase)
at the receiver’s location which is not possible due to the randomness of the multipath components.
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gj, j ∈ Gi.

Step 2: The SU initializes two groups GA and GB by placing two helpers, a, b ∈ Gi to each

group respectively with |La − Lb| > 2rh. Then, GA = {j | |La − Lj | ≤ 2rh, j ∈ Gi} and

GB = {j | |Lb − Lj | ≤ 2rh, j ∈ Gi}.
Step 3: The SU performs an OR operation between the occupancy vectors of each subgroup

to obtain VA =
⋃

i∈GA

Vi and VB =
⋃

i∈GB

Vi

Step 4: The SU senses occupancy vector V ∗

Step 5: ∀i ∈ M if VGA
(i) = 1 and V ∗(i) = 0, then increase counter cA by one unit.

Similarly, ∀i ∈ M if VGB
(i) = 1 and V ∗(i) = 0, then increase counter cB by one unit.

Step 6: Both counters cA and cB are compared with the predetermined threshold ε. If

cA > ε, discard VA as a replay. If cB > ε, discard VB as a replay.

Step 7: If no occupancy vector is accepted, use a timing based method to determine the

valid group of helpers.

The pseudo-code for the HR algorithm is given in Algorithm 2. An application of the

HR algorithm for the topology of Figure 4.1 is explained as follows. The SU has identified

that |L1 − L6| > 2rh. Based on the distances of all helpers from L1 and L6, the SU creates

subgroups GA = {n1, n2, n3, n4, n5} and GB = {n6, n7, n8, n9, n10}. The corresponding occu-

pancy vectors are VA = ∪5
i=1Vi = [0000001111] and VB = ∪10

i=6Vi = [0111000000]. Moreover,

V ∗ = [0111000000], since the SU is located in region B. The detection threshold value is set

to ε = 2. The counter for GA is cA = 4 > ε while the counter for GB is cB = 0 < ε. There-

fore, VA is discarded and the SU accepts VB as the valid occupancy vector. We now show

that the adversary can launch a more elaborate attack described in the following section.

4.2.1 Combination of PUE attacks with wormhole attacks

In this attack scenario, the adversary combines a wormhole attack with a PUE attack. The

goal of the PUE attack is to distort the occupancy vector V ∗ sensed by the SU. This is

possible because the PU signal is not authenticated using link signatures at the SU. This

scenario is illustrated with the assistance of Figure 4.1. The adversary replays spectrum
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Algorithm 2 Helper Resolution (HR) Algorithm

1: Initialize
2: Gi: set of helpers heard by SUi

3: V ∗: Occupancy vector sensed by SUi

4: cA = 0, cB = 0
5: find a, b ∈ Gi, s.t. |La − Lb| > 2rh
6: GA = {j|daj ≤ 2rh, j ∈ Gi}
7: GB = {j|dbj ≤ 2rh, j ∈ Gi}
8: VGA

=
⋃

i∈GA

Vi and VGB
=

⋃

i∈GB

Vi and V ∗

9: for i = 1 → m do

10: if VGA
(i) = 1 and V ∗(i) = 0 then

11: cA = cA + 1
12: end if

13: if VGB
(i) = 1 and V ∗(i) = 0 then

14: cB = cB + 1
15: end if

16: end for

17: if cA > ε then

18: discard VGA

19: end if

20: if cB > ε then

21: discard VGB

22: end if

authentication messages from region A to region B. However, in order to avoid the rejection

of VA based on the counter cA, the adversary emulates PU activity close to the SU, at

occupied channels in region A. Therefore, the occupancy vector at the SU becomes similar

to V ∗. In this case, both counters cA and cB remain below ε for both groups GA and GB.

For instance, in the example of 4.1, the adversary emulates PU activity on the channels

7, 8, 9, 10 so that V ∗ = [0111001111] and cA = 0. To resolve this ambiguity, timing-based

methods can be employed to identify which of the conflicting group of helpers is close to the

SU [48]. C̃apkun et al. suggested a commitment scheme to securely determine a lower bound

on the distance between two nodes [48]. The distance bounding scheme presented in [48]

makes sure that any node u cannot claim to be located at a distance closer than the physical

distance between u and v. The pseudocode for the distance bounding protocol in [48] is in
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Table 4.1. If the SU performs this algorithm, one helper from each group, it can select the

closest group of helpers as the valid one and compute the corresponding occupancy vector.

In our system, the SU is the verifier and the helper node is the claimant. There-

fore, the helper node’s position is tested using the commitment scheme. In the first step

of this protocol, the claimant (helper node) u commits to a random value nu. Here,

commitment(c, d) = commitment(nu), where c, d are the commitment and decommitment

values, respectively. The value c is sent to SU v. The verifier v replies with a challenge

nonce nv which is sent to u in the reverse bit order. This is done so that u can reply to

this message only once all the bits from v are received. Once v transmits all the nv bits

out, it starts a timer, tv. The helper node responds immediately with the value nu ⊕ nv

upon receiving the challenge from v. The SU stops the timer with reception of nu ⊕ nv and

calculates the distance between itself and the helper node. In the final step of the protocol,

u authenticates itself to v by revealing the decommitment value. In the final step, u sends

nu, nv, d, sigsku(u, nu, nv, d) to v. Then v can verify nu, which is obtained by opening the

commitment value pair. The SU can verify the authenticity of the message sent by the helper

node u by checking the included signature.

Table 4.1: Protocol to calculate distance between SU and helper node

Helper Node : Generate random nonce, nu

: Commitment(c,d) = Commitment(nu)
Helper Node → SU : c
SU : Generate random nonce nv

SU→Helper node : nv (The bits are sent in the reverse order, MSB to LSB), Start timer
Helper node → SU : nv ⊕ nu (bits sent in normal order LSB to MSB)
SU : Measure time t between sending and receiving
Helper node → SU : nu, nv, d, sigskv(u, nu, nv, d)
SU : Find nu = open(c, d) and verify the signature

We emphasize that this challenge-response mechanism is not necessary if the SU has

information about its location. By comparing the distance between itself and the helpers it

overhears, it can easily reject helper information replayed from distant parts of the network.
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4.3 Probabilistic Security Analysis

In this section, we present a probabilistic analysis on rejecting PUE attacks in the light of

imperfect sensing. Specifically, we compute the following quantities3.

- Probability of rejection prej: The probability that an SU i will erroneously reject the

correct occupancy vector VX , derived from the group GX = Ni of neighboring helpers.

- Probability of false acceptance pacc: The probability that an SU i will erroneously

accept an incorrect occupancy vector VX , derived from a group of helpers GX 6= Ni.

We now establish several preliminary results before we derive the probabilities of rejection

and acceptance.

Proposition 1. An SU i within the range of a set of neighboring helpers Ni, sets a channel

VNi
(j) of its occupancy vector VNi

to one (busy) with probability

p̂busy = pbusy((1− pfa)
|Ni| − p

|Ni|
md ) + (1− (1− pfa)

|Ni|). (4.4)

where pbusy is the probability that a PU is active on a given channel j and pmd/pfa are the

probabilities of misdetection/false alarm due to imperfect sensing.

Proof. The proof follows in a straightforward manner due to the independence of the sensing

process at each helper. Channel j is marked as busy by an SU if (a) a PU is active on channel

j and at least one helper detects its activity, or, (b) there is no PU activity on channel j but

at least one helper has a false alarm. These conditions are a consequence of the adoption

of an OR rule for computing the occupancy vector at the SU. Because misdetection at each

helper is an independent event (due to the fast signal decorrelation in space), condition (a)

occurs with probability

3Here, we avoid the more intuitive terminologies of false alarm and misdetection in order to differentiate
from the terms used to characterize the imperfect sensing process.
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pbusy(1−
∏

Ni

pmd) = pbusy(1− p
|Ni|
md ). (4.5)

In equation (4.5) the event that at least one of the helpers correctly detects a busy channel

is complementary to the event that all helpers misdetect the state of the channel. The latter

occurs with the probability p
|Ni|
md . Multiplying the probability of the complementary event

with the probability pbusy that a PU occupies channel j yields equation (4.5).

Similarly, condition (b) occurs with probability

pidle(1−
∏

Ni

(1− pfa)) = pidle(1− (1− pfa)
|Ni|). (4.6)

Adding the probabilities of the two conditions yields Proposition 1.

p̂busy = pbusy(1− p
|Ni|
md ) + pidle(1− (1− pfa)

|Ni|)

= pbusy(1− p
|Ni|
md ) + (1− pbusy)(1− (1− pfa)

|Ni|)

= pbusy((1− pfa)
|Ni| − p

|Ni|
md ) + (1− (1− pfa)

|Ni|). (4.7)

Using Proposition 1, we can compute p̂idle to be (1− p̂busy) since sensing the medium as

idle is the complementary event to sensing it as busy.

We are now interested in computing the probability that the jth bit of the occupancy

vector V ∗ sensed by an SU is equal to V ∗(j) = 0 when the equivalent bit in the occupancy

vector VNi
derived based on the helpers in neighbor set Ni is equal to 1. This event indicates

a flip from zero to one when V ∗ is compared with VNi
and increases the counter cNi

by one

unit. The probability of this event is given in the following proposition.

Proposition 2. The probability that V ∗(j) = 0 while VNi
(j) = 1 is given by

pR = pbusy
(

(1− p
|Ni|
md )pmd − (1− pfa)(1− (1− pfa)

|Ni|)
)

+ (1− pfa(1− (1− pfa)
|Ni|).
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Proof. In order for V ∗(j) = 0 and VNi
(j) = 1, the following conditions must be met: (a) the

PU is active on channel j and at least one of the helpers detects its activity while the SU

misdetects the PU activity, (b) the PU is idle on channel j and one of the helpers has a false

alarm while the SU detects no activity.

Misdetection at each helper and the SU are independent events due to the fast decorre-

lation of the signal in space. Condition (a) occurs with probability

pbusy(1−
∏

Ni

pmd)pmd = pbusy(1− p
|Ni|
md )pmd. (4.8)

In equation (4.8) the event that at least one helper correctly detects the channel status

is complementary to the event that all the helpers misdetect the status of the channel. The

latter occurs with a probability p
|Ni|
md . Multiplying this event with the probability pbusy that

a PU occupies the channel j and the probability pmd that the channel is sensed idle by the

SU yields our result.

Similarly, condition (b) occurs with probability

pidle(1− pfa)(1−
∏

Ni

(1− pfa)) = pidle(1− pfa)(1− (1− pfa)
|Ni|). (4.9)

Adding the probabilities of these two conditions yields Proposition 2.

pR = pbusy(1− p
|Ni|
md )pmd + pidle(1− pfa)(1− (1− pfa)

|Ni|)

= pbusy(1− p
|Ni|
md )pmd + (1− pbusy)(1− pfa)(1− (1− pfa)

|Ni|)

= pbusy
(

(1− p
|Ni|
md )pmd − (1− pfa)(1− (1− pfa)

|Ni|)
)

+ (1− pfa(1− (1− pfa)
|Ni|).

Proposition 3. An SU rejects a legitimate occupancy vector VNi
due to the imperfection in
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channel sensing process with probability

prej =
m
∑

k=ε

(

k
∑

j=ε

(

k

j

)

pjR(1− pR)
k−j

)

pk, pk =

(

m

k

)

pkbusy(1− pm−k
busy ),

where m denotes the total number of channels, pR denotes the probability of V ∗(j) = 0

while VNi
(j) = 1, ε denotes the threshold value for the counter cNi

in order to detect a PUE

attack, and pk denotes the binomial probability of k out of m channels being occupied during

the computation of the occupancy vector at the SU.

Proof. Let K denote a random variable that represents the number of channels that are

occupied by PUs with pk = Pr[K = k]. To falsely detect a PUE, a flip from VNi
(j) = 1 to

V ∗(j) = 0 must occur at least ε times on any j of the m available channels. Using the law

of total probability by conditioning on the number of occupied channels i, we have

prej =

m
∑

k=ε

Pr[cNi
≥ ε|K = k]Pr[K = k]

=

m
∑

k=ε

(

k
∑

j=ε

(

k

j

)

pjR(1− pR)
k−j

)

pk, (4.10)

where, pR is the probability given by Proposition 2. In equation (4.10), we have considered

all possible values for the number of occupied channels k. In equation (4.10), we have utilized

the fact that a flip from 0 to 1 on each channel independently occurs with probability pR,

and those flips on at least ε channels lead to the rejection of a correct vector.

We now analyze the event that an SU fails to reject an occupancy vector that is replayed

to the SU via a wormhole link, due to the imperfection in the channel sensing process.

Proposition 4. An SU fails to reject an occupancy vector replayed via a wormhole link with

probability

pacc = 1−
(

m
∑

k=ε

(

i
∑

j=ε

(

k

j

)

pjC(1− pC)
k−j

)

pk
)

,
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where

pk =

(

m

k

)

pkbusy(1− pm−k
busy ),

and

pC = p̂busy(pbusypmd + pidle(1− pfa)).

Proof. Let X denote the set of helpers whose broadcasts are recorded at the origin of the

wormhole link. In order for an SU under a wormhole attack to accept replayed information

originating from X , less that ε bit flips must occur between V ∗ and VX . Given the inde-

pendence in observations made by the SU and the helpers in X , we can write probability of

accepting VX as

pacc = 1− prej

pacc = 1−
(

m
∑

k=ε

(

k
∑

j=ε

(

k

j

)

pjC(1− pC)
k−j

)

pk
)

,

where pC is the probability that a channel is sensed busy by the group of helpers X at the

origin of the wormhole link while the same channel is sensed idle at the region where SU

performs sensing. This can be written as

pC = [(pbusy(1− p
|X|
md) + pidle(1− (1− pfa)

|X|)][pbusypmd + pidle(1− pfa)]

= p̂busy(pbusypmd + pidle(1− pfa)). (4.11)
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CHAPTER 5

Reputation-Based Framework for Compromised Helpers

Until now we have assumed that the helper nodes are always honest. In this chapter, we

consider the scenario where a helper node can be compromised by an adversary and broadcast

false occupancy vectors.

Since our PU authentication method employs an OR operation in order to compute the

authentic PU activity, a compromised helper can prove detrimental in obtaining spectrum

opportunities. Consider an adversary trying to utilize a particular channel or a set of channels

at all times. If the adversary can succeed in compromising one of the helpers, it can make

the helper node modify the occupancy vector to its liking. In this case, SUs can be easily

misled into accepting false channel information.

To address the problem of helper compromise, we adopt a reputation-based system,

where helper nodes maintain reputation values of other helpers that is used to evaluate the

trustworthiness of the information they provide. We design our framework to work in two

phases. In the first phase, we assume that all helpers are honest and compute the list of

commonly sensed channels between every pair of neighboring helpers. In the second phase,

we assume that helper nodes can be compromised and use the channel lists created during

the first phase to detect compromised helpers. To achieve this, we maintain helper reputation

values based on the similarity of the occupancy vectors transmitted by neighboring helpers.

In our work, we focus our attention on evaluating the truthfulness in a transmission of

a helper and not on the reputation management aspect. Many reputation management

systems have been proposed in the literature [49–53] and can be used in conjunction with

our evaluation method. We now discuss the details of each of these steps.
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5.1 Phase I: Derivation of Commonly Sensed Channels

To evaluate the trustworthiness of nearby helpers, we consider how the individual evaluations

of each helper match the ongoing PU activity. Every helper is responsible for monitoring the

activity of his neighbors. Consider helper i, monitoring the activity of helper j. In phase

I, helper i builds the list of channels that are sensed both by i and j based on overheard

occupancy vectors. In this phase, all helpers are assumed to be honest (system initialization).

To generate the list V Cij of commonly sensed channels between i and j, helper i records all

occupancy vectors Vj broadcasted by j over a period of time T0. If Vi(e) = Vj(e) = 1, then

channel e is added to V Cij . That is, if both helpers i and j report channel e to be busy,

they must both be capable of sensing e and therefore e is added to V Cij. Note here that

channels for which Vi(e) = Vj(e) = 0 are not taken into account since it is possible that j

cannot sense PU activity on channel e, thus always reporting a zero value at Vj(e).

At the end of this phase, helper i maintains the list V Cij ⊆ Vi for each helper j within

its communication range. The list V Cij can be amended after period T0, if a busy state is

reported by helper j for any other channel. The list V Cij is utilized in phase II for evaluating

the reputation of the neighboring helpers.

5.2 Phase II: Helper Trustworthiness Evaluation

In this phase, every helper evaluates its neighbors based on the similarity of their occupancy

vectors. This is done based on the outcome of a hypothesis test. We first provide a relevant

definition.

Definition 1. Vector dissimilarity dij(Vi, Vj): The dissimilarity dij between the occupancy

vectors Vi, Vj of two helpers i, j with a common list of channels V Cij is denoted as the Ham-

ming distance between Vi and Vj on the channels indicated by V Cij. The vector dissimilarity

is a measure of the disagreement of two neighboring helpers with respect to the channel state

due to PU activity. Such a disagreement can be an aftermath of imperfect sensing or of a

deliberate false occupancy vector reported by a compromised helper.
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The helper trustworthiness can be viewed as a choice between two events H0 and H1, H0

being the hypothesis that helper j is honest and H1 being the hypothesis that helper j is

compromised.

H0 : d̂ij ≤ µ (j is honest)

H1 : d̂ij > µ (j is compromised) (5.1)

where, µ is the mean of the Hamming distance distribution when helpers are honest and d̂ij

is the sample mean of dij. We now set the test statistic for our hypothesis. We know that for

values of n (n > 20), we can approximate a binomial distribution to a normal distribution.

Therefore, the test statistic can be written as

Z = (d̂ij − µ)/(σ/
√
n) (5.2)

where, µ is the mean of the distribution, d̂ij is the sample mean, σ is the variance of the

distribution and n is the number of samples over which d̂ij is averaged.

We first calculate the value of µ mathematically. During system initialization, dij(Vi, Vj)

for two helpers i and j depends on imperfect sensing of the channels due to events of false

alarm and misdetection.

Consider two helpers i, j. A channel is sensed as busy by i and idle by j or vice-versa

with following probability

pbusy(1− pmd)pmd + pidlepfa(1− pfa). (5.3)

Since either scenario leads to an increase in the Hamming distance dij, the probability

for Vi(e) 6= Vj(e) is given by

pdiff = 2(pbusy(1− pmd)pmd) + 2(pidle(1− pfa)pfa). (5.4)
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Next, we find the probability that any k channels in the list V Cij are different. This

probability can be viewed as obtaining k success in a binomial distribution that has a total

of |V Cij | trials.

Pr[dij = k] =

(|V Cij |
k

)

pkdiff(1− pdiff )
|V Cij |−k (5.5)

This is due to the fact that the events of false alarm and misdetection are assumed to occur

independently at each channel. From the binomial distribution it follows that µ = |V Cij|pdiff
and σ = |V Cij|pdiff (1− pdiff).

We next calculate the Hamming distance experimentally between any two occupancy

vectors over a period of time. Every time there is a change in the occupancy of the channels,

helper nodes transmit an occupancy vector. A monitoring helper i computes the Hamming

distance between its occupancy vector and the vector transmitted by j. After the collection

of n such samples, we compute the sample mean d̂ij.

The sample mean d̂ij is used in our test statistic in equation 5.2 for hypothesis testing

as follows. Let α be the critical value for rejecting hypothesis H0. If Z > α then, the

hypothesis H0 is rejected. This rejection means that the helper node is compromised. Using

the outcome of this hypothesis testing, the monitoring helper can submit its recommendation

to the reputation manage and adjust the reputation of neighbors accordingly.
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CHAPTER 6

Simulations

In this chapter, we evaluate the performance of our PU authentication method under static

and mobile SU network scenarios. In our evaluation, we employ the following metrics:

Helper Communication Overhead Oh: The average rate Oh that helpers need to update

SUs with PU activity information.

Helper transmission power ratio: The average power that helpers need to transmit in

order to enable PU authentication.

Probability of rejection prej: The probability of rejecting the occupancy vector obtained

by a valid set of helpers.

Probability of acceptance pacc: The probability of accepting an occupancy vector that is

replayed via a wormhole link.

6.1 Simulation setup

In our evaluation, we consider the co-existence of a Cognitive Radio Network (CRN), a

Primary Radio Network (PRN) and a Helper Node Network (HNN). The three co-existing

networks are set up as follows:

Cellular PRN Setup: We consider the PRN to be a cellular network consisting of

sixteen cells covering an area of 7 km x 7 km, as shown in Figure 6.1. We prefer the use of a

cellular network over the recently opened TV white spaces due to the high dynamics of PU

activity expected under a cellular scenario. To avoid interference between PUs, a separate

set of frequency bands is assigned on adjacent cells. This assignment is performed according

to the four color theorem [54], which guarantees that any planar map can be colored with

at most four colors such that no two adjacent regions have the same color. For the network

considered in our simulations, three colors suffice. The assignment of the various sets of
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Figure 6.1: Evaluation set-up consisting of a cellular PRN, CRN and HNN. 10 channels are
assigned per channel. Adjacent cells do not share any channels

frequency bands per cell according to the four color theorem is shown in Figure 6.1, where

different shading patterns are used on various cells to indicate the corresponding frequency

channel assignments. Each cell is assigned 10 frequency bands, summing to a total of 30

bands for the entire PRN. The PU transmission radius is set to 1.5 km (transmission radius

for cell towers is known to vary anywhere from 1 km to 30 km [55]). Calls arrive at each cell

tower following a Poisson process with an average rate of λ calls/min. Each call lasts a fixed

period of time equal to µ = 5 min.

CRN Setup: The CRN is randomly deployed within the PRN area. The communication

range of each SU is set to 400 m. This is a typical range for CR devices [56,57]. We consider

both static and mobile CRNs. Mobile CRs are free to move within the PRN deployment
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Figure 6.2: Communication overhead (helper rate) as a function of the call arrival rate at
each PU

area according to the random waypoint model [58, 59].

HNN Setup: Helper nodes are placed within the deployment area such that they cover

all locations of the SUs and sense all PU activity. Since the SUs are randomly deployed,

we select a systematic grid deployment in order to reduce the number of helpers needed to

achieve 1-coverage. Helpers are placed at the vertices of a triangular grid with side length

equal to 200 m. The helper communication range is set to 400 m (helpers are also assumed

to be CR devices). The set of helpers is assumed to be static. Every helper records the PU

activity of the cell that it belongs to.

6.2 Helper Communication Overhead in Static CRN

We first evaluated the communication overhead introduced by helpers when broadcasting

occupancy vectors to SUs when SUs were assumed to be static. In this case, helper nodes

broadcast an occupancy vector only if they sense a change in the status of any channel.

Figure 6.2 shows the average rate Oh of transmitting occupancy vector messages as a

function of the traffic arrival rate λ at each PU. We observe that the overhead rate increases
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rapidly at smaller values of λ. This is due to the fact that most channels are idle for low

arrival rates triggering several overhead messages. However, this trend flattens out as the

available frequency bands saturate after λ = 3 calls/min, leading to a constant rate of change

in the occupancy. As an extreme case, for the arrival rate of λ = 10 calls/min, several calls

are blocked due to the high service rate (µ = 5 min). These dropped calls do not contribute

to the dynamics of the PU activity and thus Oh remains fairly constant.

6.3 Communication Overhead in Mobile CRNs

In the second set of experiments, we considered a mobile CRN. SUs were assumed to move

around the deployment area according to the random waypoint model [58,59]. In particular,

at every minute, an SU i picks a random direction θi ∈ [0, 2π) for the following variants:

(a) the number of SUs are increased at every step keeping the velocity fixed at some value

v0 for the entire simulation, and (b)the velocity vi is increased in the range of [1 m/sec, 10

m/sec]. The lower end of the velocity values simulate a walking person, while the higher

values simulate slow-moving traffic.

For the mobile scenario, the helpers broadcast PU activity information if their sensed

occupancy vector has changed, or if an SU has requested an update. SUs request for PU

activity update every time they come within the range of at least one new helper in an

on-demand fashion. This is required even if the SU is moving within an area in which the

helpers sense the same PUs as there could be inaccuracies in helper sensing. However, no

message needs to be sent if the SU is moving within the range of the same helper(s).

Figure 6.3 represents Oh as a function of the number of SUs when the velocity of an SU

is fixed at 2 m/sec, while the direction is randomly selected every minute. Therefore, after

every minute, if the SU comes within the vicinity of a new helper, it requests the current

channel status from that helper. This causes the increase in Oh with the growth in the

number of SUs. The solid line represents Oh for this scenario. The dashed line represents Oh

due to the change in channel status alone. Observe that the dashed line is nearly invariant

with respect to the number of SUs as it is only a function of the number of helpers and the
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Figure 6.3: Communication overhead (helper rate) as a function of the number of SUs

PU activity both of which are constant in this experiment.

Figure 6.4 shows Oh as a function of SU velocity. After every minute, if the mobile SU

is in the vicinity of a new helper, an on-demand occupancy vector is sent to the SU. We can

see that with an increase in the speed of the SU, it traverses an increasing number of new

helpers (new areas) neighborhoods. This gives a slight raise to the growth in the number of

occupancy vectors (due to the on-demand messages) as evidenced in Figure 6.4.

6.4 Comparative Performance Analysis with the Scheme in [1]

In this section, we compare the communication overhead and power requirement of our

method with the one presented in [1]. Recall that the work in [1] also employs a stationary

network of helpers for authenticating PU activity.

In our model, we only need to send out an occupancy vector when an SU is in the

vicinity of a new helper. Our method does not need SU training, and hence results in just

one message per helper node upon movement. Also, in our scheme, if the SU is moving

within the range of the same set of helper nodes, no extra occupancy messages need to be
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Figure 6.4: Communication overhead (helper rate) as a function of the velocity of SUs

sent.

In [1], every SU movement requires re-training of the SU. Further any mobility of the

SUs results in a re-training of the SU. This is true even in the case of the SU moving within

the vicinity of a given helper node since their scheme is tightly coupled with the channel

between the helper and the SU. In particular, any movement of an SU by more than 3 m

will result in 5 training packets per channel [20]. For a PU that uses 10 channels and an

SU that is moving at 3 m/s, their scheme would require a total of 50 messages/helper every

second. This would result in 3000 messages per minute for each helper node. This shows

that their model is not very suitable for mobile SUs. In summary, we see that in our model,

the messaging overhead is significantly lower than the training overhead involved in [1].

Power Comparison: We next compare the power required by both the models. In the

model suggested by [1] where the helper node is in close proximity to the PU, it will have to

transmit with the same power as that of the PU. This is required since the SU needs to be

trained with similar signal characteristics as that of the PU for link signature verification.

Before we compare our model to theirs, we observe that according to the Rayleigh fading

channel, the received power is inversely proportional to the αth power of the distance between
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the transmitter and the receiver [45]. The value of α varies with the environment and

typically ranges between 2 to 6 [60,61]. In an urban setting, fading can be considerable and

hence α can be as large as 5. In a rural setting, the value of α ≈ 2.5.

To compare the transmission power required in the two models, we fix the received power

Pr to be the same for an SU in either setting. Let Pt denote the transmitted power of the

helper in their model while P ′
t denote the power required in our model.

We have,

Pt ∝ Prd
α , where d is the transmission radius of the PU.

P ′
t ∝ Prd

′α , where d′ is the transmission radius of helper node

Thus we have,

Pt

dα
=

P ′
t

d′α

The transmission range of the helper in their model is the same as that of the PU = 1.5 km.

In our model, the helper transmission range is 400m. In the worst case, when the SU is on

the circumference of the disc in either setting, we have

Pt

P ′
t

=
(1500

400

)α

In Figure 6.5 we vary the transmission range of the helper node in the model in [1] from

1.5 km to 30 km while keeping our helper transmission range fixed at 400m. We plot the

power ratio for each of these transmission ranges on a log scale. Each curve represents a

particular α value. For instance, when α is 2, and the distance that the helper needs to

transmit is 1.5 km, the model in [1] requires 10 times more power per helper than our model.

This is the best case scenario for their model. As α increases, the power ratio increases

exponentially as shown by Figure 6.5. Since our scheme requires a significantly lower power

expenditure, we employ more helper nodes than theirs. The helpers in our model are CR’s

and thus expected to be inexpensive.
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Figure 6.5: Helper power ratio as a function of the distance of coverage

6.5 Probability of Rejection and Probability of Acceptance

In the previous chapter, we discussed possible attack scenarios and we considered a threshold

ε above which an SU rejects the occupancy vector. We outlined the rejection and acceptance

criteria on a channel in Chapter 4. We now analyze prej and pacc by varying the parameter

values and plotting them.

Figure 6.6 shows the probability of rejecting a valid occupancy vector prej as a function

of the probability of a channel being busy pbusy for different values of pfa. We fix pmd to be

0.1 and ε to be 3. We observe that for low values of pfa there is a very low probability of

prej. This is because when pfa is low, chances of a helper hearing a 1 while an SU hearing

is 0 are low. This increases with higher values of pfa and hence prej increases. The trend of

each curve with an increase in pbusy is explained as follows. Beyond a certain pbusy ≈ 0.6,

the chances of rejection starts dropping since the channel is actually busy.

In Figure 6.7, we plot the probability of rejecting a valid occupancy vector prej as a

function of the probability of a channel being busy pbusy for different values of pmd. We fix

the value of pfa to be 0.1 and ε to be 3. We obtain very low values for prej for low pmd values
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Figure 6.6: Probability of rejection as a function of probability of channel being busy for
different false alarm probabilities.
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Figure 6.8: Probability of rejection as a function of probability of channel being busy for
different ε values.

since SU’s do not misdetect channel activity. For high values of pmd such as 0.2, the channels

are likely to be misdetected by the SU. However, since the helper outputs are ORed, there

are high chances of at least one helper detecting PU activity in spite of high pmd. This leads

to an increase in the number of 1 to 0 discrepancies observed at the SU which contribute to

the increase in the probability of rejection prej.

Figure 6.8 shows the probability of rejecting a valid occupancy vector prej as a function

of the probability of a channel being busy, pbusy for different values of ε. We fix the values of

both pmd and pfa to be 0.1. At high values of ε, we see that prej is low as the threshold for

the rejection of a vector is never reached. At low values of ε, the threshold is reached more

often and hence the vector is rejected. prej depends directly on pbusy since other parameters

are fixed. Thus, an increase in pbusy leads to an increase in prej.

Figure 6.9 shows the probability of accepting an invalid occupancy vector pacc as a func-

tion of the probability of a channel being busy pbusy for different values of probability of

false alarm pfa. We set pmd to be 0.1 and ε to be 3. We see that pacc is high at low channel

activity. This is because the vectors at the wormhole origin and the SU location are identical
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Figure 6.9: Probability of acceptance as a function of probability of channel being busy for
different false alarm values.

and there are not enough 1 to 0 flips which would increase the threshold. As pbusy increases,

there is a decrease in pacc because the occupancy vectors are reaching the threshold for a 1

to 0 flip. At very high pbusy values, most of the channels at both the wormhole origin and

the SU location are likely to be busy. This again leads to the threshold for rejection of a

vector at the SU not being reached and hence an increase in pacc.

Figure 6.10 shows the probability of accepting an invalid occupancy vector pacc as a

function of the probability of a channel being busy pbusy for different values of probability

of misdetection pmd. We set the value of pfa to be 0.1 and ε to be 3. We observe that pacc

is high at low channel activity. This is because most of the channels are idle at both the

wormhole origin and the current SU location, thereby making the vectors nearly identical.

When pbusy takes values around 0.6, there is more of a 1 to 0 flip between the wormhole

region and the SU region, and hence, pacc is low. When pbusy is high, both regions again

have similar vectors and hence a high pacc.

Figure 6.11 shows the probability of accepting a valid occupancy vector pacc as a function

of the probability of a channel being busy pbusy for different values of ε. We fix the values
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Figure 6.10: Probability of acceptance as a function of probability of channel being busy for
different misdetection values.

of both pfa and pmd to be 0.1. At higher thresholds, most of the vectors are accepted as the

threshold value is not reached. For low values of ε, the vectors are rejected more often thus

leading to low pacc. The variation in pacc for ε = 2 can be explained as follows. At high and

low values of pbusy, the channel characteristics at both the regions are similar, leading to the

vectors being identical and hence acceptance at the SU. When pbusy = 0.5, the channels at

the two regions are not identical, thereby rejecting a few vectors and decreasing pacc.
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Figure 6.11: Probability of acceptance as a function of probability of channel being busy for
different ε values.
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CHAPTER 7

Conclusions

Wireless communications rely on a shared medium and thus require wireless technologies

to cooperate and share the spectrum in a non-interfering manner for useful communication.

With an increase in the number of wireless technologies, there is a growing problem of

spectrum scarcity. The Federal Communications Commission (FCC) has decided to allow

the usage of spectrum belonging to licensed users by secondary users employing CRs when

the licensed users are not using the spectrum. Cognitive radio networks (CRNs) exploit

the idle portion of the licensed spectrum to establish network communications. Essential to

the co-existence of this technology with legacy systems, is the reliable sensing of spectrum

opportunities. However, existing spectrum sensing techniques are vulnerable to adversaries

that mimic the characteristics of Primary User (PU) transmissions in order to reduce the

bandwidth availability for the CRN.

In this thesis, we address the problem of preventing PUE attacks in mobile CRNs. We

propose a PU authentication system that securely and reliably delivers PU activity informa-

tion to SUs. Our PU authentication system relies on the deployment of a network of static

helper nodes for verifying the availability of idle spectrum. These helper nodes are deployed

within the area of PU network. We have taken care to satisfy the FCC requirement not to

modify the existing legacy systems as mandated by FCC.

In our system, the helper nodes authenticate the PU using link signatures which is

a channel property between any two nodes. A link signature can determine a change in

position of a transmitter since the channel is different when the position changes [20]. We

use this idea in our system to see whether a PU signal has been transmitted from the known

PU location or some other location. The helper nodes are trained to recognize this PU signal

and validate it. The SU does not do any sensing in our system except when it hears more

than one helper group and neither of the vectors get discarded.
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As the helpers and the PU are stationary, the helpers need to be trained just once.

Though our system requires the helper nodes to continuously sense the spectrum to transmit

spectrum information, the training overhead is less in contrast to the previous work as

repeated training is not needed. Also, our system supports mobility with very little extra

overhead. No re-training is required even in this case as the SUs just need to request for the

current channel status upon changing its location.

The network of helpers is limited to the deployment area of the SUs and is decoupled

from the PUs’ locations. Our security analysis showed that our authentication system can

withstand impersonation attacks of the PUs as well as of the helpers nodes. Since we do not

provide any physical security to the helper node network, we also suggest a reputation-based

system to detect compromised helper nodes.
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